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The objective of this project is to explore how to build networks
which are suitable for long-range planning in megaregions, and how
to solve them efficiently given their large size and high degree of
interconnection. The research team will leverage DSTAP, a recently-
developed framework for “decentralizing” network assignment
problems, which has promise for efficiently solving traffic assignment
on networks with a good deal of structure or hierarchy, as with cities
in a megaregion.

Describe
Implementation of
Research Outcomes

(or why not implemented)

Dr. Boyles presented with Graduate Research Assistant Cesar
Yahia on this research at CTR in 2018. The presentation was titled
"Network Partitioning Algorithms for Solving the Traffic Assignment
Problem using a Decomposition Approach.” He produced two journal
articles titled "Network Partitioning Algorithms for Solving the Traffic
Assignment Problem using a Decomposition Approach” and "A
decomposition approach to the static traffic assignment problem."

Impacts/Benefits of
Implementation
(actual, not anticipated)

This project assisted with a quantitative comparison of methods for
developing large, multi-city networks, and partitioning schemes for
efficient and accurate solution.
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https://journals.sagepub.com/doi/full/10.1177/0361198118799039
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Network Partitioning Algorithms for Solving the Traffic Assignment Problem using a
Decomposition Approach
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+ Recent methods in the litaratura to parallslize the static traffic assignment problem consider
partitioning & network into subnetworks to reduce the computation time for large-scale networks.
We seek a partitioning method th: minimizing the time of a
decarnposition approach for solving the traffic assignment problern (DSTAP
+ Research goal: we aim to minimize the number of boundary nodes between subnetworks, inter-
flow, and computation time when the traffic assignment problem (TAP) is solved independently
and in parallel for each subnetwork. This will minimize the time needed ta reach global equilbri
using DSTAP
Method:
+ We lest L different paritianing algorithms.
+ The first algorithm is an agglomerative clustering heuristic developed by Johnson et al. The
primary objective of this heuristic is to minimize the number of boundary nodes
+ The second algarithm is a flow-weighted spectral partitianing algorithm. The primary
‘objective of this algorithm is to minimize the inter-flow between subnetworks
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Decompaosition Approach to the Static Traffic Assignment

Problem (DSTAP)

DSTAP is an iterative aggregation-disaggregation algorithm for the solving the static. trafiic
assignment problem in parallel. The agoritims cansists of two lovels: @ master problem and a set
of lower level o the
+ The master problem is an of the full network. are
sagregated using st order aperoximations based on edulldum sensiivy anlyss. The

The suhproblems carrespond to salvmg the static traffic assignment problem for a specific
subnetwork. Subproblems interact with the full network through boundary flows

The algorthm converges to glchal equilbrium as follows: 1) the subproblerns i solved in parallel

2) using first order o form artificial links
3) flows are shifted towards equnmmm in the simplified master problem 4) aubnetwurk boundary
flow is obtained from the master level eratian etwork flow i disaggregated and the
subproblems are solved in parallel again. The flowchart below shaws this process.
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Par
DSTAP computational performance
1. The computation lime at esch
iteration depends on the number of
artificial links. Thase artiicial links.
need to be updated at each iteration
using equilibrium sensitivity analysis.
The number of boundary

oning Objectives & Algorithms

Algorithrn 1: SDDA.

DSTAP Convergence Rate

DSTAP convergence rate is daminated by inter-flow between subnetworks. Results for SDDA and
hted spectral partitioning are as follaws. Convergence rate was computed for a network

heuristic that aims t
and to maintain balanced partitions {Johnson et al. 2016]

nodes needs to be minimized to
reduce regional artificial links

~

. The computation lime it each
iteration is also influenced by the tme
naaded o salve TAP for each
subproblem in parallel. This is
dominated by the subproblem that

requires the greatest

cost. Balanced would
minimize this ional cost.

©

Based on the bound for maximurm
excess cost - of the full network
shown belaw. For a fixed number of
boundary nodes. faster convergence
rate towards global equilibrium could
be reached by minimizing inter-flow
between subnetworks. This follows
from minimization of the master level
excess cost at a higher rate when flow
is contained in subnetworks {relatively
invariant artificial links acrass.
iterations).
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Computation time per DSTAP iteration is dor
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Partitioning the network based on the second smallest
eigenvalue of the flow-weighted normalized graph
Laplacian. This minimizes inter-flow and creates flow
balanced subnetiorks.

Results: Computation time per DSTAP iteration

minated by nurnber of boundary nodes and the time to solve

the subproblems in parallel. Results for SDDA and flow-weighted spectral partitioning are as follows.

composed of two Sioux Falls networks connected by artificial demand. Astificial demand was kept at
1.5% of tatal demand within each natwork.
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* Spectral partitioning generated partitions with lower
inter-flow. Chicaga partitions far SDDA have lower inter-
flow but the partitions are heavily imbalanced (90% of
flow is in ene subnetwork)

+ Speciral parlitioning was able to find the proper cut for
hypothetical network composed of two connected Sioux
Falls networks. SDDA failed since it anly considers.
boundary nodes. This has undesirable implications for
statewide planning models with flows concentrated in
cities.

+ I terms of Gonvergence rate for the hypothetical Sioux
Falls network, DSTAP converged much faster with
partitions ganerated from tha spectral partitioning
algorithm.

Conclusions and Future work
onclusion:

1. Computation time per iteration of DSTAP can be reduced by minimizing number of boundary
nodes and balancing subproblems
1. The subproblems can be balanced by creating flow balanced subnetworks using the flow-
weighted spactral partitioning algorithm
2. Far the Austin network partitioned into four regions, the SDDA computational cost for solving
subproblems is 3.5 fimes the comespanding cost for spectral pariitioning
3. SDDA parfamed batter at minimizing the number of boundary nades
2. DSTAP convergence rate depends on inter-flow between subnetworks
1. Spectral partitioning generates partitions with lower inter-flow as compared to SDDA
partifions.

2. Fora hypothetical network of two Sioux Falls networks connected by low levels of demand,
DSTAP canvarged faster using subnetworks from flow-weighted spectral partiioning
3. SDDA relies on number of boundary nodes only. In statewide planning madels, SDDA may not
identify cities concentrated with flow as separate subnetworks. This was shown for the
hypothetical Sioux Falls network.
Future work:
1. Assess trade-offs between minimizing per iteration computation time and maximizing
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2. Seek alterative approximations that minimize the number of boundary nodes in DSTAP
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