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A B S T R A C T   

Several decades of rodent neurobiology research have identified a network of brain regions that support 
Pavlovian threat conditioning and extinction, focused predominately on the amygdala, hippocampus, and medial 
prefrontal cortex (mPFC). Surprisingly, functional magnetic resonance imaging (fMRI) studies have shown 
inconsistent evidence for these regions while humans undergo threat conditioning and extinction. In this review, 
we suggest that translational neuroimaging efforts have been hindered by reliance on traditional univariate 
analysis of fMRI. Whereas univariate analyses average activity across voxels in a given region, multivariate 
pattern analyses (MVPA) leverage the information present in spatial patterns of activity. MVPA therefore pro-
vides a more sensitive analysis tool to translate rodent neurobiology to human neuroimaging. We review human 
fMRI studies using MVPA that successfully bridge rodent models of amygdala, hippocampus, and mPFC function 
during Pavlovian learning. We also highlight clinical applications of these information-sensitive multivariate 
analyses. In sum, we advocate that the field should consider adopting a variety of multivariate approaches to 
help bridge cutting-edge research on the neuroscience of threat and anxiety.   

1. Introduction 

More precise understanding of the neurobehavioral mechanisms of 
threat learning and regulation will ultimately improve treatments for 
psychiatric disorders characterized by excessive fear and anxiety. For 
over a century, Pavlovian conditioning and extinction have served as 
widely used models for investigating threat learning processes across 
species (Haaker et al., 2019; LeDoux, 2000). Neurobiological research in 
rodent models has revealed the associated microcircuitry in a canonical 
“threat network”, a collection of key regions supporting both the 
acquisition and extinction of conditioned threat centered predominantly 
on the amygdala, hippocampus, and subdivisions of the medial pre-
frontal cortex (mPFC) (Bouton et al., 2021; Tovote et al., 2015). This 
network has also been identified in humans – both through early lesion 
studies (LaBar et al., 1995) and early functional neuroimaging (LaBar 
et al., 1998). However, the reliability of this translation from neuro-
physiology in rodents to neuroimaging in humans has recently come into 

question (Fullana et al., 2018; Visser et al., 2021). Specifically, func-
tional magnetic resonance imaging (fMRI) studies have not found 
consistent engagement of the threat network during threat acquisition 
and subsequent extinction (Fullana et al., 2016, 2018; Sehlmeyer et al., 
2009) (but see Sjouwerman et al., 2020; Wen et al., 2022). This incon-
sistency likely stems from the primary analytical approach used to 
analyze fMRI data of human threat learning, namely mass univariate 
analysis. In this brief review, we detail the limits of the univariate 
approach and describe how advances in multivariate pattern analysis 
(MVPA) of fMRI data can overcome these limitations and facilitate a 
more precise understanding of the neural computations that underlie 
threat and extinction in humans. 

2. Limitations of univariate fMRI for the study of human threat 
learning 

Typical human threat learning experiments include a minimum of 
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two types of conditioned stimuli (CSs): a CS paired with an aversive 
unconditioned stimulus (US), referred to as CS+ , and a CS unpaired 
with the US that serves as a within-subjects control, referred as the CS- 
(Lonsdorf et al., 2017). The traditional fMRI experiment of threat 
learning focuses on univariate differences (i.e., one voxel at a time) in 
the blood-oxygenation-level-dependent (BOLD) signal between these CS 
types. These differences are measured by contrasting the average BOLD 
signal in each voxel for CS+ trials versus CS- trials. The results are then 
spatially smoothed and statistically threshold to identify the strongest, 
most reliable responses. At the whole-brain level, univariate approaches 
consistently reveal stronger responses to the CS+ versus the CS- during 
threat acquisition in the thalamus, midbrain, anterior insula, and dorsal 
anterior cingulate cortex (dACC) (Fullana et al., 2016), areas that 
overlap with the putative salience network of brain regions that mediate 
responses to salient environmental cues (Seeley, 2019). Notably absent, 
however, are regions of the canonical threat network constituting the 
focus of rodent neuroscience (e.g., the amygdala). Likewise, 
meta-analyses of extinction learning fail to find consistent engagement 
of the amygdala or ventromedial prefrontal cortex (vmPFC), as would be 
expected based on the rodent literature (Bouton et al., 2021), but instead 
find activity in the same salience network regions that are active during 
threat learning (Fullana et al., 2018). 

Considering the absence of consistent threat network activity in 
human fMRI, one proposal is that the nature of human threat paradigms 
are not aversive or threatening enough (e.g., a mild electrical shock 
applied to a finger) to engage the same neurocircuitry as in rodents. 
Another possibility is that these regions simply do not serve the same 
functional role in threat acquisition and extinction in humans as they do 
in rodents. For example, it may be that cognitive processes unique to 
humans provide top-down signals that alter the role of the threat 
network during aversive learning (LeDoux and Pine, 2016). But perhaps 
a more parsimonious explanation is that univariate fMRI analyses are 
not sensitive enough to detect differential responses between CS+ and 
CS- stimuli in these regions. This is because the standard univariate 
approach reduces signal by ignoring voxels with weaker (i.e., 
non-significant) responses that nevertheless might carry diagnostic in-
formation about threat processing. 

A critical distinction between univariate analyses and MVPA is that 
the latter considers the unique informational content present across a set 
of voxels (for review, see Cohen et al., 2017; Haxby et al., 2014; Lew-
is-Peacock and Norman, 2014). Like conventional methods, the MVPA 
approach seeks to boost sensitivity by looking at the contributions of 
multiple voxels. However, to avoid signal loss inherent in the univariate 
approach, MVPA treats each voxel as a distinct source of information 
and aggregates this (possibly weak) information across voxels to derive a 
more precise measurement of the neural response. Ultimately, multi-
variate approaches allow for both higher sensitivity in detecting neural 
signals related to threat processing, as well as higher specificity in dis-
tinguishing these signals from other cognitive processes (Reddan and 
Wager, 2018). 

There are two principal applications of MVPA methods to fMRI data 
(Fig. 1). One approach, referred to as representational similarity analysis 
(RSA) (Kriegeskorte et al., 2008), quantifies the correlation of activity 
patterns across collections of voxels. This produces a metric of the 
similarity structure for pattern-level information in each brain region 
elicited by different experimental conditions, allowing inferences on 
how the region represents a stimulus. The other principal application of 
MVPA involves decoding methods. Decoding analyses are versatile: they 
can be used to determine if two different neural states, represented by a 
spatially distributed patterns of activity across voxels, are separable or 
distinct, and they can be used to attempt to predict the content of an 
unknown brain state using a decoded state as a reference (Norman et al., 
2006). Given the recent proliferation of machine learning techniques 
and their diverse applications in neuroscience, it is worth noting that the 
decoders discussed here are relatively simple supervised linear classi-
fiers (e.g., linear support vector machines or logistic regression) as 

opposed to more complex algorithms (e.g., neural networks). In the 
specific case of fMRI data, linear classifiers exhibit better generaliz-
ability by reducing overfitting to small training sets, and they provide 
more readily interpretable mappings between neural features and clas-
sification outputs (Pereira et al., 2009). The remainder of this review 
examines how researchers have leveraged these multivariate methods to 
better identify the neural substrates of threat and extinction processing 
in humans. 

3. MVPA reveals the circuits for threat acquisition 

3.1. Threat network 

Strong evidence for the critical role of the amygdala and hippo-
campus in rodent threat acquisition models have not been reliably 
translated to humans using univariate fMRI (Fullana et al., 2016). MVPA 
efforts, however, have yielded results that are more closely aligned with 

Fig. 1. Overview and applications of MVPA. A. Analytic approaches of uni-
variate and multivariate analyses. A univariate analysis considers the mean 
activation in a single voxel over time, or in the case of region of interest ana-
lyses, the mean activation across voxels. In many regions, CS+ and CS- stimuli 
do not differ in total mean activation. Multivariate analyses are concerned with 
the information present in the pattern of activation across voxels in a given 
region. In this schematic, while the CS+ and CS- stimuli have equivalent mean 
activation across these 4 voxels, they each have a unique spatial pattern of 
activity. B. Representational similarity analysis (RSA). In RSA, the multi-
variate patterns of activity for each stimulus are compared to each other using a 
similarity metric, such as Pearson’s r. The results can be visualized in a 
representational similarity matrix. C. Decoding analyses. As with RSA, 
decoding analyses rely on the unique spatial patterns of activity for different 
stimuli. In a typical decoding analysis, multiple presentations of stimuli from 
different categories are submitted to a linear classifier as training data. Using a 
cross-validation procedure, one approach is to test whether the stimuli from 
different categories are separable in a given brain region. Another approach is 
to use the trained classifier to attempt to decode a novel stimulus, such as in 
threat generalization. 
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rodent models. Using a decoding analysis, Bach et al. (2011) first re-
ported distinct CS+ and CS- activity patterns in the amygdala during 
threat acquisition. A series of studies utilizing RSA corroborated and 
expanded on these results (Visser et al., 2016; Visser et al., 2013, 2015), 
by comparing the similarity of neural responses to multiple visual cat-
egories (e.g., faces and scenes) of CS+ and CS- stimuli. In these studies, 
the amygdala exhibited increased similarity for CS+ stimuli compared 
to CS- stimuli, as well as increased similarity between the two categories 
of CS+ stimuli as compared to the similarity between the two categories 
of CS- stimuli. Notably, multivariate indicators of amygdala activity 
have been linked to behavioral expressions of conditioned learning (e.g., 
skin conductance, Bach et al., 2011; pupillary responses, Visser et al., 
2013; and threat expectancy, Braem et al., 2017). It is worth noting, 
however, that these findings in the amygdala have not consistently 
replicated (Visser et al., 2016), even across studies that employ similar 
paradigms (Visser et al., 2011). Nevertheless, the identification of 
threat-related neural responses in the amygdala using multivariate 
analysis contradicts numerous null findings that have relied on univar-
iate analysis alone. 

The role of the hippocampus in threat acquisition is nuanced (Pape 
and Pare, 2010). Although hippocampus is necessary for the formation 
of contextual fear memories in rodents, it may not be crucial for learning 
simple cued fear associations (Phillips and LeDoux, 1992). Univariate 
fMRI analyses in humans often report hippocampal deactivation (i.e. CS- 
> CS+) during threat acquisition (Fullana et al., 2016), indicating some 
degree of task-related hippocampal processing. This deactivation has 
been interpreted as reflecting the processing of the safety value of the 
CS-, or alternatively as reflecting a “resting-state” like response given the 
hippocampus is part of the “default mode network” (Raichle, 2015). 
However, this interpretation of the hippocampal role in threat pro-
cessing is not consistent with rodent work, which has successfully parsed 
the individual roles of subfields across the long axis of the hippocampus 
(Lacagnina et al., 2019; Meyer et al., 2019; Qin et al., 2021). Echoing 
this approach, our lab recently found that the posterior hippocampus 
showed selective reinstatement of threat conditioning stimuli, while the 
anterior hippocampus showed selective reinstatement for threat 
extinction stimuli (Hennings et al., 2022). This study used an 
encoding-to-retrieval RSA approach adapted from neuroimaging of 
episodic memory (Ritchey et al., 2013), whereby the pattern of activity 
for each stimulus at encoding is correlated with the pattern of activity to 
the same stimulus at a memory retrieval test. This analysis can be 
considered a human analogue for activity-dependent labeling tech-
niques used to observe engram reinstatement in rodents, and as such it 
provides a powerful approach to measure the integrity of associative 
memories in humans. 

3.2. Salience network 

In contrast to the inconsistent evidence for the engagement of the 
threat network (e.g., amygdala and hippocampus), univariate fMRI an-
alyses have provided robust evidence for the involvement of the salience 
network in threat learning (see Seeley, 2019). In particular, the dACC 
and anterior insula are consistently activated (CS+ > CS-) during threat 
acquisition (Fullana et al., 2016; Sehlmeyer et al., 2009). MVPA has 
corroborated and expanded these findings. For example, neural response 
patterns in the dACC and insula have been shown to be more similar for 
CS+ stimuli compared to CS- stimuli during acquisition (Braem et al., 
2017; Levine et al., 2021; Visser, de Haan et al., 2016; Visser et al., 2013, 
2015). These results have also been extended to threat learning para-
digms investigating the role of social interactions, showing increased 
dACC and insular similarity for intentional vs. unintentional threats 
(Undeger et al., 2020; but see Undeger et al., 2021). These results have 
also been linked to behavioral conditioned responses (Visser et al., 2013, 
2015). Relatedly, in a threat generalization paradigm which includes 
benign stimuli that incidentally resemble the CS+ , the anterior insula 
shows a similar pattern of response to the threat stimuli as to the related 

stimuli (Onat and Büchel, 2015). Such generalized threat information 
persists in the dACC and insula 24 h later, suggesting that both regions 
support the retention and subsequent retrieval of threat associations 
(Hennings et al., 2022). Overall, univariate and multivariate fMRI an-
alyses converge to provide strong evidence suggesting that the salience 
network serves a central role in the acquisition and retrieval of threat in 
humans. 

3.3. vmPFC 

Findings from rodent models suggest that the vmPFC primarily 
supports the learning and retrieval of extinction memories. Consistent 
with this view, univariate analyses of human fMRI data have found that 
the vmPFC is reliably deactivated (i.e., CS- > CS+) during threat 
learning (Fullana et al., 2016). These univariate findings suggest that 
vmPFC codes exclusively for safety signals, both during threat learning 
and extinction. However, multivariate techniques provide evidence that 
the vmPFC may represent threat associations as well (Hennings et al., 
2022). In addition, pattern similarity amongst CS+ stimuli in the vmPFC 
has been observed to increase over time (Braem et al., 2017; Visser, de 
Haan et al., 2016; Visser et al., 2013, 2015). These results might suggest 
a more general function for the vmPFC in learning and updating stim-
ulus value over time (e.g., Battaglia et al., 2020). 

3.4. Other regions 

Whole-brain MVPA analyses have identified shifts or tuning of neural 
representations during threat acquisition outside of the core threat and 
salience circuits described above. Li et al. (2008) found aversive learning 
modulated cortical representations of previously neutral odors in piri-
form cortex, a specialized sensory region for smell. These 
learning-dependent representational shifts have been observed across 
multiple types of stimuli and sensory cortices, including basic visual 
stimuli in early visual cortex (gabor patches, Yin et al., 2020), and 
complex visual stimuli in higher-order visual cortices (de Voogd et al., 
2016; Dunsmoor et al., 2014; Visser et al., 2011). Similarly, following 
threat acquisition, neural patterns of CS+ and CS- tones in primary 
auditory cortex can be reliably separated, both for simple and complex 
auditory stimuli (Reddan et al., 2018; Staib et al., 2020; Staib and Bach, 
2018). In addition to these findings in sensory cortices, multivariate 
analyses have identified threat-related signals in all major lobes of the 
brain, including the cerebellum (Faul et al., 2020; Hennings et al., 2022; 
Levine et al., 2021; Visser et al., 2013, 2015; Visser, de Haan et al., 
2016). 

3.5. MVPA reveals circuitry of extinction learning and retrieval 

Rodent models establish that in addition to their role in threat 
acquisition, the amygdala, hippocampus, and vmPFC also support 
extinction learning and retrieval (Bouton et al., 2021). MVPA has proved 
sensitive in detecting the involvement of these regions in extinction 
processes in humans. For example, representational similarity in these 
regions for CS+ stimuli decreases as the US is omitted (i.e., as extinction 
progresses Visser et al., 2013, 2015). These regions also exhibit a sig-
nificant shift in CS+ representations from the end of acquisition to the 
end of extinction learning, which is a putative index of extinction 
memory formation (Graner et al., 2020; Hauner et al., 2013). Extinction 
learning can also be successfully detected using MVPA at a later testing 
session. For example, both the vmPFC and anterior hippocampus engage 
in neural reinstatement of the extinction memory during recall tests 
(Hennings et al., 2020, 2022). Additionally, multivoxel activation pat-
terns identified in the vmPFC during extinction learning are spontane-
ously reactivated immediately after extinction during rest (Gerlicher 
et al., 2018). Moreover, the degree of extinction-related reactivations in 
the vmPFC at rest predicts subsequent extinction memory retrieval at a 
later test. 

A.C. Hennings et al.                                                                                                                                                                                                                            



Neuroscience and Biobehavioral Reviews 142 (2022) 104918

4

3.6. MVPA identifies stable biomarkers of threat learning 

The multivariate analyses discussed thus far have focused on deter-
mining if a specific region of interest (ROI) contains information about 
either threat acquisition or extinction processes. This practice follows 
from the robust rodent and basic human literature mapping the sub-
strates of fear and anxiety. MVPA can also be applied more broadly to 
classify neural states based on signals across several ROIs. In this 
approach, a classifier is trained on data from the entire brain simulta-
neously, which allows for inferences on the relative importance of 
different regions in the classification process. For example, Reddan 
et al., (2018) were able to construct a putative threat-predictive neural 
pattern that was used to test the efficacy of a novel extinction inter-
vention. This predictive pattern was found to have strong weights in 
core regions of the threat network, including the vmPFC and amygdala. 
These predictive patterns are robust, as they can generalize to other 
samples and can be used to predict behavior (e.g., Zhou et al., 2021). 
Other applications of larger scale pattern analysis include decoding the 
threat value of ambiguous stimuli in a threat generalization paradigm 
(Visser, Haver et al., 2016), and identifying separable circuits that 
support physiological responding vs. subjective fear ratings (Tascher-
eau-Dumouchel, Kawato et al., 2020). Given the difficulty of using 
univariate signals as predictive markers of threat, generalizable pre-
dictive patterns are appealing tools for identifying robust biomarkers of 
normal threat processing, and potentially of psychopathology. 

3.7. Clinical applications of MVPA 

Continued development of multivariate analyses has the potential to 
enhance clinical translation efforts. For example, real-time neurofeed-
back interventions based on univariate signals have sometimes, but not 
consistently, ameliorated symptoms of posttraumatic stress disorder 
(Chiba et al., 2019). A possible explanation for this inconsistency is that 
univariate signals are not reliable markers of threat processes in healthy 
adults. The amygdala is a common target of these interventions, and 
MVPA could improve their efficacy by providing more reliable neural 
signals as neurofeedback targets. For example, Koizumi et al. (2016) 
used neurofeedback to create an extinction memory without directly 
exposing participants to the CS+ following threat acquisition. This 
intervention relied on decoding the visual representation of the CS+ in 
the ventral visual stream, which is a popular approach in multivariate 
neurofeedback studies (Taschereau-Dumouchel, Cortese et al., 2020). 
However, future neurofeedback interventions seeking to modulate 
threat processes might consider more direct targets related to threat and 
extinction processing. For example, we have highlighted several studies 
that have used MVPA to identify threat-related patterns of activity in the 
amygdala and vmPFC. Future research should test whether directly 
targeting these patterns with neurofeedback is effective. 

4. Conclusion 

Despite the many strengths that multivariate approaches possess 
over the traditional univariate approach, it should be noted that they are 
not a panacea to all neuroimaging woes. Multivariate methods cannot 
rescue poorly designed studies, nor rescue poor signal quality in spatial 
regions suffering from BOLD dropout or other signal artefacts. As with 
any fMRI analysis, great care should be given to study design and pre-
processing steps (Mumford et al., 2012, 2014; Turner et al., 2012). 
Multivariate methods come with their own set of unique pitfalls and 
interpretative challenges (for in-depth discussions, see Davis and Pol-
drack, 2013; Dimsdale-Zucker and Ranganath, 2018; Etzel et al., 2013). 
For example, the directionality of effects can be more difficult to 
ascertain in representational analyses, as both negative and positive 
activations can result in strong similarity. Multivariate methods can be 
relatively complex, and the added experimenter degrees of freedom, if 
not carefully considered, can lead to unconstrained analysis attempts (i. 

e., “p-hacking”). As these techniques continue to develop, we encourage 
would-be practitioners to critically develop a priori hypotheses, and take 
meaningful steps to reduce the chances of spurious and unreproducible 
findings (e.g., pre-registration). 

Functional MRI has allowed researchers remarkable access to the 
neural mechanisms of Pavlovian conditioning and extinction in the 
human brain. However, progress of the neuroscience of fear and anxiety 
in humans should begin to adopt analytical approaches and computa-
tional methods that have been widely implemented in other areas of 
cognitive neuroscience. We have sought to highlight some of the ad-
vances in understanding that are possible when multivariate analyses 
are applied to fMRI data. Specifically, these analyses are sensitive to the 
subtle information present in distributed patterns of activity, and they 
have been used successfully to confirm a role of the amygdala, hippo-
campus, vmPFC, and dACC in threat and extinction processes. In addi-
tion, these techniques have shown that a variety of aversive learning 
processes are accompanied by representational shifts and separations 
across the cortex. As a complement, and often an enhancement, to 
traditional approaches, researchers would benefit from including 
multivariate analyses in their study of threat learning in humans. 
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