SYNTHESIS AND CONTROL OF WHOLE-BODY BEHAVIORS IN
HUMANOID SYSTEMS

a dissertation
submitted to the department of electrical engineering
and the committee on graduate studies
of stanford university
in partial fulfilment of the requirements
for the degree of
doctor of philosophy

Luis Sentis
July 2007



¢ Copyright by Luis Sentis 2007
All Rights Reserved



| certify that | have read this dissertation and that, in my
opinion, it is fully adequate in scope and quality as a disser
tation for the degree of Doctor of Philosophy.

Oussama Khatib
(Professor of Computer Science)

(Principal Adviser)

| certify that | have read this dissertation and that, in my
opinion, it is fully adequate in scope and quality as a disser
tation for the degree of Doctor of Philosophy.

Jean-Claude Latombe
(Professor of Computer Science)

| certify that | have read this dissertation and that, in my
opinion, it is fully adequate in scope and quality as a disser
tation for the degree of Doctor of Philosophy.

Stephen Boyd
(Professor of Electrical Engineering)

Approved for the University Committee on Graduate Studies.



Abstract

A great challenge for robotic systems is their ability to cary on complex manipulation and
locomotion tasks while responding to the changing environrant. To allow robots to oper-
ate in human environments there is a strong need to develop e control architectures that
can provide advanced task capabilities and interactive skis. These architectures must be
e ective in coordinating whole-body behaviors for various control objectives while comply-
ing with balance stability, contact stance, and other dynamic constraints. In addition, to
facilitate the integration of robots in human environments, it is desirable for their motions
and task behaviors to be compatible with those of humans. In his thesis, we present a con-
trol methodology for the synthesis of realtime whole-body ontrol behaviors in humanoid
systems. The work is presented in three parts.

First, we establish mathematical foundations that characterize the kinematic and dy-
namic behaviors of task and postural criteria under balanceand contact stability constraints.
We identify the dynamic behavior of postural tasks operating in the null space of operational
tasks and we develop task-oriented controllers in posturabpace. These controllers are used
to accomplish secondary goals or to optimize postural critga without a ecting priority
tasks. Based on task and posture control decompositions weedhe recursive structures
with multiple priority levels. These structures allow us to create controllers for all aspects
of motion while ensuring that critical tasks are accomplisted rst. Exploiting prioritization,
we address the control of dynamic constraints as priority tesks and we project operational
tasks and postural criteria in the null space of all acting castraints. This strategy prevents
lower priority tasks from violating the acting constraints .

Second, we develop a variety of controllers to address the @irent aspects of the robot's
motion. We propose position and force controllers to contrd the various task e ectors
of the robot. We use potential elds to handle reactively dynamic constraints such as
balance stability, joint limits, obstacle avoidance, and lIf collisions. We develop posture
controllers to enhance overall performance in terms of avéable workspace, resemblance to



human poses, and optimization of actuation e ort. Third, we tackle the synthesis of com-
plex whole-body behaviors. To facilitate the creation of bénaviors we develop control and
behavioral abstractions that encapsulate behavior represntation and action mechanisms.
These abstractions are designed to be instantiated and codimated by high level decision
and perceptual processes.

The methods proposed throughout this dissertation providenumerous control tools and
behavioral abstractions that will allow robots to deal e ectively with the complexity and
dynamism of human environments.
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Chapter 1

Introduction

A humanoid is a multipurpose robot designed to perform humanlike manipulation and
locomotion tasks aiming to assist the human. Let us control ! The goal of this dissertation
is to develop a methodology for the control of humanoid robos in dynamic environment.

1.1 Motivation and Background

Humanoids could one day become our personal helpers extemdj human capabilities in a
variety of elds. Anthropomorphism allows humanoids to share our same environments and
maybe soon do similar chores than we do. However, high mechial complexity as well
as limitations on control and perceptual capabilities prewents their further application into
our environments.

In a near future, humanoids should be able to perform humandvel tasks in dynamic
environments. They should be able to manipulate objects, mee around, and respond to
the environment in similar ways than humans do or even better Through cooperation, they
should be able to perform sophisticated tasks such as buildg large structures or operating
complex machinery.

The characterization and control of humanoid systems has aimpact beyond robotics. It
can provide the support to understand biological functionsof the human body (biomechan-
ics), tools to design machines and spaces where humans ope&rdergonomics), simulation
environments to study the e ects of musculoskeletal alterdaions (surgical simulation) and
to design and study rehabilitation systems, and support to ynthesize realistic computer
animations.

This dissertation will explore control issues in humanoid ystems and methods for the re-
altime synthesis of whole-body behaviors, aiming to extendhe frontiers of robotics research
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and related elds.

1.1.1 Control of Humanoid Systems

Techniques for the control of humanoid systems derive from rathods originally developed
for industrial manipulators, mostly based on inverse kinematic techniques. However, inverse
kinematic techniques pose important limitations because hey require the generation of joint
trajectories hindering contact interactions and complicaing balance control among some
problems. In response to these limitations, we will develophere a whole-body control
framework implementing torque control strategies for advanced contact and non-contact
interactions.

We will also address the development of control strategiesd respond to the changing
environment. Currently, this is an open research area wherdittle progress has been done
when addressing humanoid systems. One of the reasons is basa responding quickly to
dynamic events while maintaining balance and contact stabity needs to be addressed in
the force domain instead of relying on trajectory generatim. Realtime response to dynamic
constraints will occupy one chapter of this dissertation. ©h the 1980s dynamic control
strategies for the control of robotic manipulators were rst developed (Khatib 1980; Khatib
1987). The control framework that we will develop throughout this dissertation will be
largely based on these techniques.

Handling physical constraints during movement execution tas received much attention
over the past years, with most of the work focused on collisio free movement for manip-
ulator control and mobile navigation. Although we will discuss in detail novel collision
avoidance techniques for humanoid systems we will also foswon new techniques to respond
in realtime to a variety of internal and external constraint s.

Collision free movement has been addressed both in the conte of reactive control
and in the context of motion planning (Pieper 1968; Nilsson B69; Udupa 1977; Khatib
and Maitre 1978). In (Khatib 1986), a potential eld approac h was proposed. Potential
eld techniques will be extensively used and extended throghout this dissertation to handle
motion constraints in humanoid systems. A short list of relevant work on reactive techniques
include (Liegois 1977; Maciejewski and Klein 1985; Khatib 286; Brooks 1986; Siciliano and
Slotine 1991; Kwon et al. 1991; Espiau et al. 1992; Marchandral Hager 1998; Sentis and
Khatib 2006). Work on relaxation of precomputed paths, one d the possible applications
of reactive control, can be found in (Krogh 1984; Buckley 198; Quinlan 1994; Brock et al.
2002). Motion planning for robot navigation, manipulation, and more recently whole-body
control has received much attention with some of the most immrtant work found in (Nilsson
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1969; Udupa 1977; Moravec 1980; Chatila 1981; Latombe 199laumond and Jacobs 1994;
Lozano-Perez 1981; Ku ner et al. 2003; Minguez and Montano Q04; Hauser et al. 2006).

Humanoid systems di er from xed-base or mobile manipulators in that they are sup-
ported by the ground and need to maintain balance stability. To characterize contact con-
straints we represent humanoids as free oating systems wh six passive DOFs attached
to their base. The action of the gravity causes reaction fores to appear on the robot's
feet or on the supporting structures. Once in contact, the rdyot's motion is similar to that
of parallel structures (Stewart 1965) and multigrasp systens (Kerr and Roth 1986; Cole,
Hauser, and Sastry 1989). We will use some of the concepts ddeped for parallel systems
to control humanoids in contact with the ground. To study the response of humanoids
under supporting contacts we will characterize contact dyramics and establish dynamic
constraints at contact points. Much work has been focused orthe control of underactu-
ated systems especially in the context of space robotics. &t of this work can be found in
(Arai and Tachi 1991; Umetami and Yoshida 1989; Dubowsky andPapadopoulos 1993; Jain
and Rodriguez 1993). We will combine concepts from contact yhamics and underactuated
systems to develop operational space control strategies ifdhumanoids under contact and
balance constraints. Complementary control structures fo movements in mid air will also
be developed.

Although balance control has been extensively studied in mliilegged systems (Raibert
1986; Hirai et al. 1998; Harada et al. 2004), we will propose dre controllers that provide
direct manipulation of COG accelerations, providing a exible framework to implement
static and dynamic balancing strategies.

To create complex behaviors, humanoids need to simultanealy accomplish multiple
control objectives. For instance, locomotion, manipulation, balance, and posture stance,
will need to be simultaneously controlled. We will dedicateone chapter to the development
of a multi-task control framework. To decouple the control of high priority tasks from
the control of lower priority tasks and to avoid con icts bet ween tasks or with the acting
constraints we will develop a prioritized control approachthat will ensure that high priority
tasks are rst accomplished and will provide the support to measure task feasibility at
runtime. Prioritization was rst proposed by (Hanafusa, Yo shikawa, and Nakamura 1981)
in the context of inverse kinematics control. In this dissetation we will extend prioritization
to operational space control. We will also characterize tak feasibility under prioritized
control. Previous work on multi-task control include (Nakamura et al. 1987; Siciliano and
Slotine 1991). More recently, in (Baerlocher and Boulic 198) a multitask control approach
was developed for inverse kinematic control of computer gesrated characters.
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1.1.2 Synthesis of Whole-Body Behaviors

It is our objective to provide control methods and supporting entities for the synthesis of
autonomous behaviors in human environments. In this contek we have designed behavioral
entities that could serve as the main units of action connedng to high level controllers.
These entities encapsulate task decomposition and movemegequencing, abstracting the
desired actions. For instance, we have designed behaviorabstractions that can be used to
implement goal-oriented walking, manipulation, or jumping behaviors. Instead of relying on
preprogrammed motions, our behavioral entities are desiged to execute goals at runtime
issued by perception systems (e.g. Petrovskaya, Park, and Katib 2007) or teleoperation
devices (e.g. Conti and Khatib 2005). Moreover, our entities are designed to monitor and
respond to dynamic events such as contact interactions or mong obstacles.

Synthesizing whole-body behaviors in humanoid systems redres the coordination of
multiple low-level tasks. To support the instantiation and coordination of tasks our behav-
ioral abstractions encapsulate desired action mechanismsThese abstractions are designed
to connect with high level controllers and decision systemshat feed task goals and trigger
the sequencing between movement states.

Related work on behavior synthesis include behavior-basedaontrol systems (Brooks
1986) and learning and imitation using movement primitives by (Arbib 1981; Billard 2000;
Mataric 2002; Schaal et al. 2003).

1.2 Objectives and Approach

The objective of this dissertation is to develop control and behavioral methods that will
serve as a platform to synthesize autonomous behaviors on meanoid systems for operations
in human environments.

To synthesize complex behaviors in dynamic environments, ur approach will consist on
implementing multiple controllers to deal simultaneously with manipulation, locomotion,
postural, and constraint handling tasks. Our controllers will implement operational space
control strategies (Khatib 1987) unifying the control of motion and forces while accounting
for the physical dynamics of the robotic system.

To characterize the overall mobility of humanoids in space v will represent them as
branching structures with respect to a free oating base. The equations of motion of the
overall system will be expressed in terms of these represaitons allowing controllers to
coordinate whole-body motions to accomplish the desired tsk goals. Whole-body repre-
sentations and control of branching mechanisms were previsly discussed in (Russakov
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et al. 1995). We will develop similar representations for ou robotic systems that will allow
controllers to simultaneous accomplish multiple task goas while characterizing the residual
movement redundancy.

To avoid the computation of trajectories, our methods will rely on the implementation
of potential elds. Potential elds can be mapped into contr ol forces and subsequently into
control torques, which can be directly sent to the actuators Throughout this dissertation
we will develop potential eld techniques to control manipulation, locomotion, balance, and
postural behaviors.

To provide the support for operations in dynamic environmerts we will develop con-
trol strategies to handle internal and external constraints in realtime. Contact constraints
will be directly integrated within kinematic and dynamic re presentations, allowing all mo-
tions to be automatically compliant with supporting contac ts. Balance, obstacle avoidance,
self-collision avoidance, and joint limits will be handled reactively using potential elds.
Reactive handling of constraints will allow humanoids to acomplish tasks in dynamically
changing environments. Although we will focus on reactive echniques, our methods could
be extended to path modi cation such as in elastic strips (Brock and Khatib 2002). To
deal with dynamic constraints such as contacts, joint limits, and moving obstacles, we will
develop prioritized control strategies (Nakamura, Hanafwsa, and Yoshikawa 1987) that will
prevent operational tasks from violating the acting constraints. Our control framework will
be design to respond to dynamic constraints without interrupting the global task. How-
ever, when constraints become too severe, manipulation antbcomotion tasks may not be
feasible. To deal with these situations we will design methds to measure task feasibility at
runtime and modi ed the robot's behavior accordingly.

To control balance stability we will develop operational space methods to control COG
accelerations providing the support to implement static or dynamic balance strategies
(Vukobratovic and Borovac 2004; Harada et al. 2004).

Besides controlling operational tasks under contact and bkance constraints, we will
develop control methods for the control of postural behavie. Postural behavior is especially
important in humanoids because they are highly mobile systms. We will characterize
postural motion by identifying the motion manifold that is ¢ ompliant with operational
tasks and the acting constraints and we will use postures to ptimize desired criteria or to
track whole-body poses. In particular, we will describe cotrol methods for pose imitation
and e ort minimization.
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To support the creation of autonomous behaviors in complex evironments we will de-
velop behavioral abstractions that will encapsulate task decomposition and movement se-
guencing. These entities will be designed to implement conlpx movements with a minimal
set of external parameters. In the future, these abstractims will be used in combination
with perception and decision processes. We will develop t&sprimitives that will describe
task representations and control policies. Behavioral pnnitives will be created through the
aggregation and coordination of sets of tasks. Instead of hging on trajectory generation,
task primitives will be designed to accomplish arbitrary gaals at runtime describing the
motion or contact forces of the di erent parts of the robot's body.

The control framework we will describe throughout this dissertation is meant to control
real humanoid robots. Although, we have used simulated humaoid models to validate our
methods we are currently implementing our results into a redhumanoid robot. We expect
to show results soon.

1.3 Chapter Summary

This dissertation is organized as follows. In Chapter 2 we Wi present fundamental concepts
for whole-body control of humanoid robots. We will rst intr oduce a representation of
multilegged robots as free oating branching systems and wl characterize the e ect of
contact constraints. We will study the equations of motion of constrained systems and use
them to develop operational space control strategies (Khab 1987) to control arbitrary task
objectives under supporting constraints.

In Chapter 3 we will develop control methods to simultaneouscontrol multiple task
points under balance and support constraints using operatinal space control strategies. To
deal with con icting scenarios between tasks, we will devedp prioritized control techniques
where lower priority tasks will operate in the residual redundancy of higher priority tasks.
Task prioritization will prevent coupling of lower priorit y tasks into higher priority tasks
and will provide support to determine task feasibility under the acting constraints.

In Chapter 4 we will characterize postural behavior under mdti-task control. The resid-
ual space of motion will be used to enhance overall performare and to imitate captured
human poses. Using postures we will be able to accomplish desd postural goals or opti-
mize desired criteria without interrupting the global task .

In Chapter 5 we will present reactive methods to handle intenal and external con-
straints. We will rst develop novel control structures whe re operational and postural tasks
will operate in the null space of all acting constraints. We will also develop constraint
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handling tasks based on potential elds that will allow humanoids to respond in realtime
to dynamic constraints.

In Chapter 6 we will extend whole-body control for behaviorsin free space. We will
characterize the equations of motion of free space focusimn the conservation of momenta.
Using these representations we will develop multi-task commollers similar to the controllers
develop from ground based behaviors. We will also analyze th feasibility of operational
tasks and the control of postural tasks during movements in fee space.

In Chapter 7 we will develop abstractions to support the synthesis of whole-body be-
haviors. We will rst develop control abstractions for the i nstantiation and aggregation of
operational tasks. Using these abstractions, we will develp behavioral entities that will
encapsulate task decomposition and movement sequencing.h&se abstractions will be de-
signed to connect to perception and decision processes withe aim to support the creation
of emergent behaviors.



Chapter 2

Basic Representations for
Whole-Body Control

In view of the structural di erences between humanoid systens and xed manipulators, the
goal of this chapter is to develop kinematic, dynamic, and catrol representations that will
serve as the basic elements for the development of a whole-thp control framework. This
components will be presented as an extension of the operatial space control formulation
(Khatib 1987) for humanoid systems. Operational space conbl will allow us to implement
a variety of control strategies for e ective interactions with the physical environment and
for advanced control of balance stability.

One of the fundamental di erences between humanoids and robtic manipulators is
their detachment from the ground. Gravity forces push the humanoid's body against the
ground, providing a supporting platform to move in all directions. The robot's movement
is therefore not only determined by joint positions but also by the position and orientation
of its body with respect to an inertial frame of reference. Atthe same time, reaction forces
created between contact points and the ground are used for bance and locomotion. One
of the goals of this chapter will be to characterize the mobiity of humanoids in free space
and the impact of supporting contacts at all levels.

A unique characteristic of humanoids is their high mobility. Humanoids are equipped
with thirty or more moving joints allowing them to simultane ously coordinate manipula-
tion, locomotion, and postural tasks while responding to the changing environments. This
high mobility means that the mechanism is redundant with respect to operational tasks,
or equivalently that operational tasks can be accomplishedwith di erent postural arrange-
ments. To characterize the task's redundancy we will identfy here the residual space of
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motion (i.e. the posture space) that simultaneously comples with the desired tasks and the
supporting contacts. In Chapter 4 we will use this characteization to enhance movement
performance in posture space while executing complex tasks

To control humanoid systems we need to simultaneously coolidate multiple operational
tasks. There is a vast amount of work addressing the control bmanipulation tasks on
industrial manipulators. To control the robot's end e ecto r, inverse kinematic solutions
have been extensively used (Pieper 1968; Roth, Rastegar, drSheinmann 1973). However,
to engage in e ective contact interactions dynamic control strategies were developed in the
early 80s. Dynamic control was rst proposed by (Khatib 1980) and subsequently extended
into the operational space formulation (Khatib 1987). The main goal of this chapter will
be to extend the operational space formulation to control ogerational tasks in humanoid
systems.

An integral task during manipulation and locomotion behaviors is to maintain balance
stability. The framework we will develop in this chapter wil | ensure that stable balance is
being maintained and that internal forces between limbs in ontact are properly controlled.
We will study the kinematics and dynamics of the robot under mntact constraints and pro-
pose operational space controllers to control balance as Weas arbitrary task points. We
will also discuss analogies between multi-legged systemparallel systems, and underactu-
ated systems. As a result, we will develop constraint-constent mappings that will be used
to project task space forces into actuator torques while comlying with all acting contact
constraints. Related work on constraint kinematics and dyramics can be found in (Fichter
and McDowell 1980; Merlet 1996).

Task redundancy has been addressed since the early 1980s inet context of robotic
manipulators under inverse kinematic control (Hanafusa, Yoshikawa, and Nakamura 1981,
Nakamura, Hanafusa, and Yoshikawa 1987). For instance, a 7 OF manipulator will be
redundant with respect to a 5-dimensional task (e.g. contrdling the end-e ector's position
and two orientation coordinates). In the previous example he manipulator would have
2 DOFs of redundancy. In the case of a humanoid the redundant gace is an order of
magnitude larger! A humanoid with 30 DOFs would have 25 DOFs ¢ redundancy for the
previous task. One of our goals in this chapter will be to chaacterize the redundant space
with respect to operational tasks. This redundancy will be kater exploited to simultaneously
control manipulation, locomotion, balance, and postural tasks.

This chapter is organized as follows. In Section 2.1 we will dcuss the representation of
multi-legged robots at the kinematic and dynamic levels. InSection 2.2 we will develop an
operational space controller and characterize the residuaask redundancy.



CHAPTER 2. BASIC REPRESENTATIONS FOR WHOLE-BODY CONTROL 10

2.1 Representation of Multi-Legged Robots

A fundamental characteristic of humanoid robots is their freedom to move anywhere in space
under the supporting ground. Legged locomotion (see Figur@.1) allows robots to virtually
reach any place that humans can reach. In this section we wilktudy the kinematics and
dynamics of multi-legged robots under ground supports.

Figure 2.1: Multi-legged robots: The humanoid robots on the left side are Asimo and
P3 by Honda Co. The robot on the right side is Titan IV developed by the Tokyo Institute
of Technology (Hirose's lab).

2.1.1 Kinematic and Dynamic Models

To create kinematic and dynamic representations under supprting constraints we will rep-
resent here multi-legged robots as free oating systems in antact with the ground and
analyze the impact of the associated constraints and the resting reaction forces.

Non-Fixed Branching Kinematic Model

To describe the movement of the robot in space we designate enof its body structures
as the root base which can be arbitrarily displaced with resgct to an inertial frame of
reference. We describe the movement of the base according s position and orientation in
cartesian space. The root base is used to describe robot kimatic and dynamic quantities
by exploiting the overall branching structure. In Figure 2.2 we show a depiction of a
kinematic representation of a humanoid. R represents an inertial frame or reference (the
global frame), and R, represents the frame or reference at the root base, in our caghe hip
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structure. The position and orientation of the robot in space is measured as the relative
position and orientation of the root base with respect to theinertial frame, i.e.

Xp = EXb;pg X (2.1)

Herexp,, and Xp,r represent respectively the position and orientation of thebase with respect
to global coordinates. The position is normally representd in Cartesian coordinates, i.e.
Xpp = XY, Z T, while the orientation is normally represented using Euler quaternion
parameters, i.e. Xpy = 1, 2. 3, 4 T, or Euler angles, i.e. Xpy = ;; T The
main advantage of using Euler parameter representations ishat they do not su er from

representation singularities. For a discussion on coordiate representations see (Khatib
2004). The spatial velocity of the base can be expressed innms of linear and angular

velocities, i.e. 8 9

# = _§Vb§ RS: (2.2)

where vy and ! ,, correspond to linear and angular velocities respectively.

In (Chang and Khatib 2000) a representation of ground- xed branching mechanisms
(i.e. robots with multiple limbs) and a collection of e cien t algorithms for the computation
of kinematic and dynamic quantities were presented. As mernbned above, in humanoids
we need to use a non- xed branching representation. Howeverthe same fast algorithms
developed by Chang can be applied to non- xed systems by crdimg branching represen-
tations that include additional passive spherical and linear DOFs attached to the robot's
base representing the 6 DOFs of free motion in space (see Figu?2.3).

The humanoid system is therefore treated as a holonomic syst with n actuated joints
and 6 passive DOFs describing the position and orientation bits base.

De nition 2.1.1  (Robot generalized coordinates ). The robot position and orientation
in space and the position of its joints can be fully describetyy the set

fXp 9= fXpp; Xprs Gy Cpsiil; GhG; (2.3)

where the vectorx represents the coordinates of the base link and the 1 vector g represents
actuated joint positions.
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Figure 2.2: Kinematic representation of a legged robot: The free moving base is
represented as a virtual spherical joint in series with three prismatic virtual joints. Reaction
forces appear at the contact points due to gravity forces puking the body against the
ground.

Dynamic Model

Reaction forces appear on the supporting surfaces due to gvetly forces and center of gravity
(COG) accelerations. These reaction forces or contact comsints provide the means for
stability, locomotion, and postural stance.

Using Lagrangian formalism and expressing the system's kigtic energy in terms of the
individual link kinetic and potential energies we can derive the following equation of motion
describing robot dynamics under supporting contacts

8 9

8 9
A§?§+b+ g+ JSTFr:_EO?; (2.4)
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UPPER ARM L UPPER ARM R

LOWER ARM L LOWER ARM R

HAND R

Ro

Figure 2.3: Non- xed branching representation: The white and red nodes represent
actuated links. The base node is unactuated with 6 passive DBs describing its position
and orientation with respect to the inertial frame of reference.

where A is the (6 + n) (6 + n) inertia matrix, band g are (6 + n) 1 vectors of Corio-
lis/centrifugal and gravity forces respectively, and ist hen 1 vector of actuation torques.
Notice that the actuation vector in the right hand side (RHS) of the previous equation has
six zeros corresponding to the six passive DOFs associatedittv the robot's unactuated
base. Moreover, the termJJ' F, corresponds to the projection of reaction forces acting on
the feet into forces acting in the passive and actuated DOFs ad Js corresponds to the
Jacobian associated with all supporting links. The joint coordinate vector of all supporting
links is 8 9 8 9
xs, BXODF .y BXe0E (2.5)
Xs(lf )’ Xs(iyr'
where the subscriptsrf and If stand for right and left foot respectively, X is the position
and orientation vector of the center at mass of thei-th supporting link, and Xxg),, and
Xs(iy;r are position and orientation representations of thei-th supporting link respectively.
The spatial velocity (Featherstone 1987) at the support ponts can therefore be expressed
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8 9 8 9 8 9
g, BTDF 2 5 3R 4 0 V0 g (2.6)
" sy R sy
where #) corresponds to the spatial velocity of thei-th supporting link, vgiy and ! g3
are linear and angular velocities of thei-th supporting link respectively, and Js is the basic
Jacobian (Khatib 2004) associated with all supporting links.
F: corresponds to the sum of reaction forces and moments projed into link center of

as

masses (see Figure 2.4), i.e. 8 9
F, BRE goe (2.7)
" Frary’
We can further express the above reaction forces in terms ofrlear forces and moments as
8 9
f .
Friy E r0 E RE; (2.8)
- Meiy’

where f,y is the vector of linear forces andm;(i) is the vector of moments of thei-th
supporting link. Each of these components can be further exgessed as

xcog

D)

Figure 2.4. Reaction forces on the feet: Linear reaction forces have components due
to the action of the gravity eld G and due to vertical COG accelerations, and tangential
components due to horizontal COG accelerations. These foes create reaction moments as
well between the gravity centers on the feet and the center opressure points.
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friy = Thriction( i) + T gravity( i) (2.9)
My = Frp Xs@)  Xcop(i) - (2.10)

Here the vector of linear forces has been obtained by addingi€tional and gravity terms
and the vector of moments has been obtained by calculating tb cross product between
linear forces projected in the link's COM and the distance béween the link's COM and its
center of pressure (COP).

Reaction forces on the feet translate into forces acting ontte robot's passive and actu-
ated DOFs and can be expressed according to the principle ofiiual work as

s, JoF,  REM: (2.11)

where g is the vector of forces acting on both passive and actuated D6s.
The following expression reveals the contribution from thepassive chain (the virtual
joints describing the movement of the base) and the actuatedoints on the legs (see Fig-

ure 2.6), 8 9
Jo = §Vb;5(rf) Jsrl) 0 O(upper)E R12 (6+ n); (2.12)
" Vosaty 0 sty Opper) ’
where 8 9
I Pogi
Vosiy - 3 P02 (2.13

is a transformation matrix which maps angular movement of the base to linear velocities
at the i-th support point (see discussion on macro/mini structuresin Khatib 2004), py.q)

corresponds to the distance vector between the-th support link and the robot's base, fys i)

is the cross product operator associated with the position gctor, Jgy and Jgy are block
matrices corresponding to displacements of joints on the ght and left legs respectively
with respect to the robot's base (see Figure 2.6), and the tean Qypper) represents the
null contribution of upper body motions to movement on suppoarting points. Therefore,

the above support Jacobian can be decomposed into passive @ractuated components
corresponding to base and robot DOFs, i.e.

8 9
‘]S: . ‘JSb \]sr' (214)

The generalized inertia matrix shown in (2.4) can also be expessed in terms of passive
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and actuated components as follows
8 9

A= EAl_)rb Abr% R(6+ n) (6+ n); (2.15)
" A Ar?

where Ay, corresponds to the inertia felt at the base,A,, corresponds to the joint space
inertia of the robot, and Ay, corresponds to the inertial weight between accelerationsfahe

base and the resulting torques on the actuated joints. Notie that Ay, is independent on
the position and orientation of the robot in space, as there $ no physical linkage connecting
the robot's base to the inertial frame of reference. In fact,the entire inertia matrix A is

independent of the global position and orientation of the rdot in space.

2.1.2 Impact of Supporting Contacts

Supporting contacts at the feet, and in general in any other gace in the robot's body provide
the support to realize advanced behaviors. Therefore, theyw ect the robot's motion at the
kinematic, dynamic, and control levels. Supporting contads should be distinguished from
manipulation interactions because their role is indirect,i.e. to provide stability above the
ground.

As shown in Equation (2.4), reaction forces against the ground translate into forces
acting on passive and actuated DOFs. With the premise that sable balance is maintained
and that internal forces are controlled to keep the feet at against the ground, no relative
movement occurs between contact points and the supporting und. Therefore, relative
velocities and accelerations at the contact points are equato zero. The following set of
non-holonomic constraints express this condition (Yamaneand Nakamura 2003)

9

8 9 8
# st
#o= BP0E Sg; g = EF0E oo, 2.16
STty = (i)’ (219

We rst analyze the impact of the above constraints on the robot's equation of motion.
Let us rst derive the equation of motion at the supporting li nks. By right-multiplying
(2.4) by the term JsA 1 and considering the equality

8 9 8 9

#S=Js_§*:b?+a§ﬁ’§; 2.17)
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we obtain the following equation of motion for the supporting links,
8 9

#e Jﬁ#bé + JA Yb+ g)+ JA YIJF = JA 1ST (2.18)
" q

De nition 2.1.2  (Actuation matrix ). The matrix
S, On 6 In n; (219)

is an actuation matrix selecting actuated DOFs and is used t@xpress the RHS of (2.4) in
a compact form, i.e.

8 9
.éoe 1? =s' : (2.20)

Solving (2.18) for the constraint #5 = 0 we obtain an estimate of the reaction forces in
terms of the actuation torques, i.e.

8 9
Fr=J.ST  J/(b+ g+ S%?’Zﬁ?; (2.21)

where
s, (JsA 13y 1 (2.22)

is the apparent inertia at the supporting links, and
Js, A 1J (2.23)

is the dynamically consistent generalized inverse ofls. Using the above equation in (2.4)
we obtain the following constrained equation of motion

8 9 8 9
AEHE N (b+ g)+ JJ 5355#*% = NJST : (2.24)
'y T
De nition 2.1.3  ( Dynamically consistent null space of supporting contacts ). The
matrix
Ng, | JgJs; (2.25)

is referred to as the dynamically consistent null-space maitx (Khatib 1987) of Js and de nes
a generalized space of motion with no acceleration or forceotipling e ects on the supporting
links.
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Let us consider the following properties ofNsg:

Property 2.1.1 (ldempotence of Ns). The following equality holds

Ng 2= Ng: (2.26)
Proof. The above equality can be proven by using (2.25) and the genal property of gen-
eralized inverses)gJgJs = Js. O

Property 2.1.2 (Commutation of Ng with respectto A 1). The following equalities
hold
NeA 1= A INJ = NgA INJ: (2.27)

Proof. Itis easy to prove that NsA 1= A INJ by using (2.25) and (2.23). Then the follow-
ing equality holds, NsA INJ = Ng “A L which using (2.26) becomes equal tdlgA 1. O

2.2 Operational Space Control

To realize complex behaviors, a humanoid needs to simultarmisly control multiple task
points. For example to create the walking behavior shown in kgure 2.5 the robot needs to
control the position or acceleration of the COG, the position and orientation of the swinging
foot (in the case of single support stance), and the orientabn of the head. Other tasks
such as hand manipulation could also be simultaneously convlled. The residual DOFs are
used to control the robot's posture with the methods we will describe in Chapter 4.

To characterize the overall behavior, we consider the vectoof task points (see Figure 2.5)

8 9
X1

X2
X = "3 (2.28)

T
where eachx; describes the position and orientation of thei-th task point and N is the
number of task points.

To execute a desired movement, each task point is controlledo accomplish a specic
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Figure 2.5: Whole-body walking behavior: Figure (b) depicts a walking sequence from
an actual experiment. Figure (a) shows the task points,x;, that need to be actively con-
trolled to achieve the desired behavior. This includes COG ontrol (shown with a black and

white symbol), position and orientation of the swinging foa (shown with a blue cross), and
orientation of the head (also shown with a blue cross). The sible foot acts as a support
constraint. Posture DOFs are shown with green lines and arrws.

goal g. The aggregation of goals can be characterized by the follawg vector

8 9
01

g= & £% . (2.29)

" ON

These goals correspond to desired position, force, or acegation vectors, i.e.

8
% X des(i) if position task
f des) if force task
g = destyr " T (2.30)
E Xdes(); fdesq) 3 if hybrid task

Aqes() if acceleration task
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In this chapter, we will consider rst the control of simple b ehaviors, such as maintain-
ing balance stability. Static or dynamic balance can be achéved by controlling the robot's
horizontal COG components. On a humanoid equipped with 30 D@s, the control of the
horizontal COG will leave 28 degrees of additional movementedundancy. This redundancy
will be mathematically characterized here and later exploted to control the robot's pos-
ture. In the next chapter we will consider the control of complex behaviors involving the
simultaneous coordination of multiple low-level tasks.

2.2.1 Task Kinematics Under Supporting Constraints

When a single or multiple feet or hands are in contact with sugorting surfaces, the robot's
motion is constrained by the acting reaction forces. In the pevious section we charac-
terized whole-body kinematic and dynamic representationsunder supporting constraints.
Based on these representations, it is the objective of thisection to characterize and control
operational tasks under supporting constraints.

An arbitrary task point can be represented by its position and orientation with respect
to the global frame of reference, i.e.

8 9
x=§Xp§
T,

; (2.31)

where x,, is a position representation andx, is an orientation representation. Position and
orientation representations can vary depending on the typeof task to be implemented as
explained in (Khatib 2004). Moreover, a subset of these codlinates can be considered for
tasks involving fewer than 6 DOFs such as in reaching or lookig tasks.

Task velocities can be expressed using arbitrary represeations by considering linear
and angular velocities of the task point and transforming them to the desired representation,
i.e. 8 9

x=ExE'E, (2.32)

whereE (x) is a representation transformation matrix and is describel in (Khatib 2004) and
v and! are linear and angular velocities of the task point respectiely. The instantaneous
kinematics of arbitrary task points is expressed in terms ofbase and joint velocities as

8 9
x=J § 12?5 ;o J = E(X)Jo; (2.33)
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where J is the task Jacobian in task coordinates and can be derived ém the basic task
Jacobian Jg as explained in (Khatib 2004). When multiple task points are aggregated, i.e.

8 9
X1

8 9
x=5 CE: x=3WE, (2.34)
: DS
TN
wherex;;, and X;,; correspond to the position and orientation of task points (a a subset of
these coordinates), the combined Jacobian matrix is equald

8 9
J1
J2
J =§ EE (2.35)
T

Constrained Kinematics

Because the robot is constrained by the supporting ground, te position of its base can be
derived from the position of actuated joints alone. In turn, the position of arbitrary task
points can be obtained from joint positions only. Let us study this dependency more closely.
The velocity constraint on the supporting feet, i.e. #s = 0 (2.16), means that base and joint
velocities are not arbitrary. They are quantities that lie i n the null space of the support
Jacobian, leading to the following expression

8 9 8 9
5% Nsé#bé : (2.36)
P ® 0

where #, and g are arbitrary vectors of base and joint velocities, #, and g are the corre-
sponding constrained quantities, andNg is the dynamically consistent null-space (Khatib
1987) ofJg as shown in (2.25). Moreover, constrained joint velocitiesalone can be obtained
by multiplying the above equation by the actuation matrix S, i.e.

8

9
q = SN.E 78 . (2.37)
0

When the robot is in single support stance, the matrix SNg is full rank and therefore q_
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can take arbitrary values. However, when the robot is in doulle support stance or multi-

limb stance SNg is not full rank and as a resultq_cannot take arbitrary values. This is due

to the presence of close loops imposed by the limbs in contacSolving the above equation,

any vector of base and joint velocities can be decomposed inta component that depends

on joint velocities only and a component that lies in the resdual null space of motion, i.e.
8 9

8 9
278 _SNgg + | SNGSN, _E#(;Og : (2.38)

where SN is a support consistent generalized inverse dbNg that will be derived in a few
lines,I SNsSNs is a null space basis associated with the matrixSNs, and #,0 and ¢y are
arbitrary vectors of base and joint velocities operating inthe null space of SNs.

Figure 2.6: Dependency between base and joint displacements: The Jacobian Jgy,

| normally equal to the identity matrix | corresponds to disp  lacements of the robot's base,
while Jgy and Jgy correspond to displacements of the right and left legs resptively.
Because of support constraint on the feet, base displacemencan be represented as a
function of joint displacements on the right or left legs.
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Using (2.38) in (2.36) leads to the equality

8 9
EZE’E = SNgq ; (2.39)

where we have used the equalitietNsSNs = SNg that will be shown in (2.43) and Ng(l
SNsSNs) = 0 which can be derived using (2.43) and (2.44). In Figure 26 we depict
a constrained scenario illustrating the dependency betweae base displacements and joint
displacements justifying the above expression.

Lemma 2.2.1 (Support consistent generalized inverse of SNs). A generalized in-
verse of SNg that ful lls the velocity constraint #s = 0 is the dynamically weighted general-
ized inverse of SN with weight equal toA 1, i.e.

1 T 1 Tt
SN:, A ' SNy SNeA LSNgT (2.40)

(Remark: In single support phase,SNs is full rank and therefore the above pseudo-inverse
becomes an inverse.)

Proof. To show that the above expression is consistent with suppoitg constraints we use
it in (2.39) and apply the resulting expression in (2.6), yidding the desired cancelation of
terms, i.e. 8 9

# +
t#e = JSE b3 - JsA INJST SNGA 1(SNg)T g =0; (2.41)
P

where we have used the equalitydsA *NJ = 0. This last equality can be demonstrated
using the expression ofNg given in (2.25). O

De nition 2.2.1  ( Constrained projection of A 1). The following expression appearing
in (2.40) is a constrained projection of the robot's inverseinertia matrix

, SNgA (SNg)T: (2.42)

The term SNg will reappear when formulating operational space controlers. Two in-
teresting properties are associated with this term.
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Property 2.2.1 (Invariance of SNg with respectto Ng). The following equality holds

Ns (SNg) = SNg: (2.43)

Proof. This equality can be demonstrated by using the expression di g given in (2.25) and
the expression ofSNg given in (2.40). O

Property 2.2.2 (Correspondence between SNg and Ng). The following equality holds

SNs SNs = Ng: (2.44)

Proof. This equality can be demonstrated by using (2.37) in (2.39),which leads to the
equality 8 9 8 9

%’;b? = SNs SNS_E#;?? : (2.45)

where #, and g are arbitrary velocities. Comparing the above expression wh (2.36) leads
to the desired equality. O

When using (2.39), task velocities can be expressed in ternt joint velocities alone, i.e.
8 9

><_=J_§Z_b§ =JSNsQ: (2.46)

De nition 2.2.2  (Support consistent reduced Jacobian ). The term JSNg in the
above equation, acts as a constrained Jacobian mapping jdiwvelocities into task velocities
and we will refer to it using the symbol

J , JSNg (2.47)

This expression is motivated by the dependency of base vadligs on joint velocities, as
shown in Figure 2.6.

De nition 2.2.3  (Support consistent full Jacobian ). The following constrained ex-
pression determines the mapping between arbitrary base afaint velocities to task velocities

Jijs» INs: (2.48)

Here we use the subscriptjs to indicate that the task Jacobian is projected in the space
consistent with supporting constraints. The above Jacobia appears when we apply the
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constrained velocity vector (2.36) into (2.33), yielding the equality
8
><_:J_§#b§ :Jng#bE : (2.49)

indicating that Jyjs projects arbitrary base and joint velocities into quantities that are con-
sistent with supporting constraints.

Property 2.2.3  (Correspondence between Jis and J ). The following equalities hold,

Jys = J (SNs); (2.50)
J = Jyjs(SNs): (2.51)
Proof. The above equalities can be demonstrated using (2.43) and (24). O

Kinematic Singularities

Using (2.47) we can study the kinematic singularities of a gren task representation under
supporting constraints. In fact, the constrained JacobianJ re ects both structural and
contact singularities whereas the full JacobianJ re ects only structural singularities.

In Figure 2.7 we study an example on kinematic singularities A task associated with
the COG's cartesian position is controlled using operatioral space methods that will be
described later in this chapter. We assume balance is propsr maintained and the robot's
feet are stable against the ground. The COG's position and i¢ Jacobian can be expressed
as

X 3 1 X
X= — miXCOg(i) R*Z; J = M
i=1 i=1

MiJeogiy R 1 (2.52)

where M is the robot's total mass, m; and Xcqq;) are the mass and COG position ofi-th
link, and Jcqq) is the Jacobian of the same link. To study task singularitieswe consider
the condition number of the constrained Jacobian (2.47) of he COG

1(‘]009) .
3(‘] cog) ’

(Jeog) » Jeog + JcogSNs; (2.53)
where (Jcog) is the i-th singular value of the constrained Jacobian, as well as ta condition
number of the full Jacobian (Jcog). Data on both quantities is shown in Figure 2.7. When
the legs reach full stretch, the COG's vertical position camot move further upwards. As
a result, the task's constrained Jacobian becomes singulaand its condition number grows
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Figure 2.7: Kinematic singularities under support constraints: This image corre-
spond to an example where the robot's COG is controlled to mog from position (a) to
position (b). When moving towards position (b) the robot's | egs reach maximum stretch.
As a result the COG's constrained Jacobian becomes singularin contrast, the condition
number of the COG's full Jacobian stays invariant because itdoes not account for contact
constraints.

towards in nity. In contrast, the full Jacobian does not loo se rank because it does not
re ect the singularities due to contact constraints on the feet.

2.2.2 Task Dynamics and Control

We consider here the control of a single task point. For instace, in Figure 2.8 we depict a
robot performing a contact task involving inserting screwsin a wooden structure. Reaction
forces on the robot's feet and on the tip of the screwgun appeadue to gravity e ects,
COG accelerations, and task contacts. While feet reactiondrces are used for support and
balance, task forces are carefully controlled to insert s@ws.

The robot's dynamic equation now includes an additional tem involving reaction forces
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Figure 2.8: Contact forces during task interactions: This image depicts reaction forces

appearing at the bottom of the robot's feet and on the tip of the screwgun during a contact

task. While tool forces are carefully controlled to insert £rews, feet reaction forces are used
for support and balance.

at the tip of the tool, i.e.
8 9

AE#*’E +b+g+JTF.+JJF =ST ; (2.54)
o

where J is the Jacobian at the task point (in this case the tip of the sgewgun), F; is a
6 1 vector of reaction forces acting on the task point,Js is the joint Jacobian associated
with the supporting links, and F, is the sum of reaction forces on these links. Similarly to
(2.21), we solve the above equation of motion foiF; using the support constraint #5 = 0,
yielding the equality

8 9
_ _ _ #
Fr=3.ST  JJ3TF. J)(b+g)+ 53_3_5 f : (2.55)

Notice that the reaction forces on the feet depend not only oncontrol torques but also on
contact forces acting at the tip of the tool.
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Using the above equality in (2.54) yields the equation

8 9 8 9
AEE NS (b+ @)+ JLFc 34 SJﬁé#bE =(SNg)T (2.56)
® Z 0

where we Jyjs is the constrained Jacobian presented in (2.48). Notice thain the above
equation the reaction forces on the tool's tip are projectedby the constrained JacobianJjs,
due to feet stability constraints.

De nition 2.2.4  ( Dynamically consistent generalized inverse of Jijs ). The following
expression is referred to as the dynamically consistent gemalized inverse ofJys

Jis» A 1y s (2.57)

where

s, (JgsA 1Jije) 5 (2.58)
is the task space inertia matrix under supporting constrairs. Becausejtjs is used to obtain
the equation of motion in task space as we will show in (2.59)ral de nes the dynami-

cally consistent null space of motion shown in (2.77) we wiltefer to it as the dynamically
consistent generalized inverse (Khatib 1987) oy;s.

The tasks' equation of motion can be obtained by left multiplying (2.56) by the transpose
of the dynamically consistent generalized inverse of the atstrained Jacobian,j“Ts yielding
the following task space equation of motion

-7
jsX + st Pyst Fe = Jyjs (SNS)T ; (2.59)

where ;s and pyjs are Coriolis/centrifugal and gravity terms with the follow ing expressions
8 9
=T

=T #o
dss Tgeb ysdyet Tidd sks _55; (2.60)

=T
Ptis » Jijs9s (2.61)

where we have used (2.49) and its derivative. Moreover, to dain (2.59) we have used the
following property:
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Property 2.2.4 (Invariance of J_tjs with respect to Ng). The following equality holds
NSJ_tjs = jth: (262)

Proof. This equality can be demonstrated by using the expression 017“-s given in (2.57),
the equality NsA 1 = A INS shown in (2.27), and the property (Ns)?> = Ns shown in
(2.26). O

Theorem 2.2.1 (Operational space control ). The following torque vector yields linear
control of task forces and accelerations

=( SNg) " 3/ F; (2.63)

or equivalently
= JTF (2.64)

where we have used the equality = Jijs(SNs) shown in (2.51).

Proof. In the above equations,F is a vector of control forces in task space. Applying either
of the above expressions to (2.59) and using the equalit®NsSNs = Ng shown in (2.44)
and the equality sttjs = jtjs shown in (2.62) leads to the following task space equation of
motion

fjisXt st Pyjs + Fc=F (2.65)
which de nes a linear relationship between control forcescontact forces, and task acceler-

ations. O

ChoosingF appropriately we can implement a variety of control strategies such as hybrid
position/force control or acceleration control.

Corollary 2.2.1  (Motion control ). In the absence of contact interactions (i.e.F. =0),
the following control vector will yield linear control of task accelerations

F= 4@ + s+ pys; (2.66)

where a®' is a reference acceleration vector.

Proof. It is straightforward to verify that applying the above cont rol force to (2.65) will
yield the linear behavior
x=a®: (2.67)
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O

Choosing appropriately a®f we can implement a variety of motion control strategies.
Alternatively, we can implement hybrid position force control strategies by choosing the
control force

F= s maref + fFref T s T Pys (2.68)

where the projection matrices [, and ¢ are used to split the force vector into motion and
force components (i.e. tangential or normal to the contactng surface), anda™ and F'ef
are control policies in acceleration and force space resp@aely. For more details on hybrid
position/force control see (Khatib 1987) and (Featherstore, Thiebaut, and Khatib 1999).

Multi-Task Control

When multiple tasks are simultaneously controlled as part ¢ a complex behavior, the joint
tasks' equation of motion is equivalent to (2.59), however he quantities correspond to
multiple task points as shown in (2.34) and (2.35). Therefoe, the overall constrained
Jacobian corresponds to the aggregation of individual cortgained terms, i.e.

8 9
Jljs
J2js . .
'thS ) : ] 'JIJS 1 JiNS’ (269)
. Jst’

where J; are Jacobians of individual task points (see Figure 2.5).
Moreover, the joint task inertia matrix can be expressed in terms of blocks corresponding
to the di erent task points, i.e.

8 9
11js 12js INjs
_ 14T 1 _ 21j5 22jS 2NjS .
tjis = (JysA “Jys) ~ = . . . ’ (2.70)
N 1js N 2js Nst’

where the diagonal terms ;s correspond to the inertia felt at the i-th task point when a
force is applied to the same point and the o diagonal terms ; ;s correspond to the inertia
felt at the j-th task point when a force is applied to thei-th task point.

The control vector is equivalent to Equations (2.63) and (266), however the reference
acceleration and force vectors now include control policie for all operational points.
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Corollary 2.2.2  ( Multi-task motion control ). The following torque vector yields si-
multaneous linear control of multiple task accelerations

:( SNS)T \]t}rs tjsaref + tjs+ ptjs ; (2-71)

or equivalently

J T tjsarEf + tjs+ ptjs ; (2-72)

where we have used the equality = JijsSNs shown in (2.51) and ae’ is equal to

8 9

ref
a

af | : (2.73)

Here the terms airef correspond to individual control policies.

Proof. Once more, it is straightforward to verify that using the previous torque vector in
(2.65) | now corresponding to the equation of motion of all ta sks | yields the following
set of linear equalities

8i; xj=a*: (2.74)

O

Although aggregating tasks into a macro vector is an attracive solution for whole-body
control it entails several problems. First, in the presenceof modeling errors, there will be a
coupling e ect between task motions. Second, during con i¢ing scenarios | for instance,
when joint limits are reached | there could be potential cons traint violations. These
problems will be overcome in the next chapter when we will desribe prioritized multi-task
control.

2.2.3 Characterization of the Residual Task Redundancy

To complete the proposed operational space formulation fomulti-legged robots we will
characterize here the residual task redundancy. This redudancy will be used to control
additional operational tasks as well as the robot's posturdstance. We characterize redun-
dant torques by adding an additional term to (2.63) with null contribution to tasks motion
and forces.
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Theorem 2.2.2 (Whole-body control structure ). The following control structure pro-
vides linear control of task forces and accelerations and dees the task's residual movement
redundancy

=( SNg)"JsF+N T o (2.75)
Here N is the null space matrix othjs(S—NS) and will be shown in (2.77) and ¢ is an
arbitrary torque vector. Equivalently, the above whole-taty control torque can be written as

=JTF+N T g (2.76)

where we have used the correspondence betwekp and J shown in (2.51). Notice that
N is also the null space associated witd as will be shown in (2.78).

Proof. While the term J TF provides linear control of task forces and accelerations as
discussed in Theorem 2.2.1, the above null space term provés no coupling e ects between
null space torques and task space forces or accelerations turn, the vector o can be used
to control the robot's postural motion or additional operat ional tasks without interfering
with the primary task. O

Corollary 2.2.3 (Dynamically consistent null space matrix ). The following null
space matrix projects secondary control torques o into null task forces and accelerations

N , I (SNs)JysJijs(SNs): (2.77)

An equivalent expression is
N, I JJ; (2.78)

whereJ = Jijs(SNs) as shown in (2.51) andJ is the dynamically consistent generalized
inverse of J as shown in (2.81) and can be shown to be equal (SNS)TU-S.

Proof.

1. To verify that the expression (2.77) is valid we rst plug it into (2.75) and the resulting
term is plugged into (2.59). We then need to demonstrate thatthe resulting null space
term vanishes away. This can be demonstrated by using the equity SNsSNg = Ng
(2.44) and the property NsJyjs = Jyjs (2.62).

2. We also need to show that] = (SNs)Jyjs. To do that we rst consider the expression
of J given in (2.81). The following equalities can be derived usig the expression of
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(2.42) and the correspondence betweed and Jijs shown in (2.51)

J T =SNsA 1 (2.79)
1

J I = e (2.80)

where s is the support consistent task inertia shown in (2.58). Usirg the above
expressions in the expression oJ shown in (2.81) we obtain the desired equality.

Corollary 2.2.4 (Dynamically consistent generalized inverse of J ). The following
expression is a dynamically consistent generalized inveesof J

_ 1
g, JTg3 37T (2.81)

where s the constrained projection of A 1 as shown in (2.42).

Proof. The task space equation of motion given in (2.59) gives us theelationship between
task space forces and joint torques, i.e.

=T
Jis(SNe) T = F (2.82)

Using the expression otthS given in (2.57), the correspondence betweed,s and J shown

1
in (2.50), and the equality ys= J J T shown in (2.80) the above expression can

be written as
T = F (2.83)

Considering the whole-body torque vector given in (2.76) ad the null expression of Equa-
tion (2.78) we can rewrite as

=3 TF+ 1 37T (2.84)

Because] is a generalized inverse ol that cancels the e ect of null space torques into
task forces and that provides dynamic mapping between jointtorques and task forces as
shown in (2.83), we will refer to it as the dynamically consisent generalized inverse of
J. O
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2.3 Control of Internal Forces

When the robot is in double support stance (see Figure 2.6) owhen multiple limbs are
used for support (e.g. limb contacts during a crawling motia), the close loops formed by
the limbs in contact are susceptible to internal forces. Adguate control of the robot's COG
or ZMP are necessary but not su cient conditions to ensure stability of the system over the
supporting surfaces. To ensure full stability, the internal forces between supporting limbs
need to be controlled as well. For instance, during double spport stance there are six
internal forces that need to be dealt with. These forces comspond to di erential forces and
moments on both feet caused by the robot actuation torques. @ the other hand, during
single support stance, no closed loops are formed and them® no internal forces appear.

During double support stance, the matrix SNs  R" ("6 is rank de cient, meaning
that there are internal displacements [in nitesimally sma |l that do not contribute to
net movement, i.e. internal forces. In fact, the rank ofSNg isn 6 wheren is the number
of actuated joints, corresponding to the six internal forces that can take place between the
supporting feet.

Given the robot's equation of motion shown in (2.24), the torque components associated
with internal forces are those that do not contribute to net movement, i.e. components that
are ltered with the null space of (SNs) T, i.e.

| (SNs)T(SNs)T i (2.85)

where ; is a vector of control torques a ecting only internal forces. It is straightforward
to check that the above term vanishes away when plugged into4.24).

When combined with the operational space controller preseted in (2.76), the complete
torque actuation vector including the above torque term takes the form

= JTF+N T o+ | (SNg)T(SNg)T (2.86)

Notice that the above term involving internal force control will not produce motion or force
coupling at the task point. This can be veri ed by plugging th e term (2.85) into the task's
equation of motion (2.59) and verifying that it vanishes away.

Although still under research, using ; we will be able to control the internal forces
and moments between supporting limbs. In fact, these forceand moments correspond to
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a subset of the reaction forces shown in (2.21), i.e.
fF;, R f F, R'?%g; (2.87)

where F; is the vector of internal forces and moments.

In our current implementation we do not yet control internal forces in this fashion.
Instead we eliminate torque components that produce intermal forces after computing the
torque control vector. We are currently in the process of imgementing the proposed internal
force controller.

Throughout this dissertation we will assume that internal forces are properly controlled
and we will focus on the control of operational and postural Bisks. Therefore, in general we
will use the control structure given in (2.76).

2.4 Examples

Let us study a few examples involving a simulated humanoid mdel called Stanbot (see
Figure 2.9). Stanbot is a robot model with an approximate heght of 1:70m and a weight of
66Kkg. Its body is similar in proportions to the body of an average human. Its articulated
body consists of 29 joints, with 6 joints for each leg, 7 for eeh arm (3 shoulder, 1 elbow, 3
wrist), 1 for the chest yaw movement, and 2 for the head pitch ad yaw movements. The
masses and inertias of each link have been designed to appmmate human equivalent parts.
The purpose of these experiments is to demonstrate how to cdrol the robot's COG. In
particular we will demonstrate how to control static balance using the horizontal components
of the COG and how to control the posture stance using the verical component of the COG.

2.4.1 Balance Stability

In Figure 2.9 an experiment involving the control of body balance is shown. Balance is
achieved by direct control of the horizontal projection of the COG, characterized by the
following coordinate vector and Jacobian matrix,

1 X 1 X

M MiXeogn R% I = Midegy RZ TV (2.88)

X =

where Xcogh, is the 2 1 COG horizontal vector of the i-th link, and Jcogn, is the associated
Jacobian.
The goal here is to track the trajectory shown in the data graphs of Figure 2.9. We use
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Figure 2.9: Control of static balance: In this experiment COG movement was achieved
by controlling the horizontal movement of the COG as shown in(a). The COG horizontal
position is commanded to follow the trajectory shown in the data graph. Two snapshots
of the robot's movement are shown on (b). Using operational gace control we can directly
control the COG's movement. Because of dynamic compensatig the resulting trajectory
follows very closely the desired reference trajectory. Thdalance stability polygon (i.e. the
area de ned by supporting feet) is shown in (b) and projectedin the data graph.

the following simple PD tracking law

a® = kp X Xdes(t) kv (2.89)



CHAPTER 2. BASIC REPRESENTATIONS FOR WHOLE-BODY CONTROL 37

where Xges(t) is a desired trajectory within the stability polygon that w as designed to not
violate ZMP conditions. When applying this control law to th e control structure proposed
in Equations (2.63) and (2.66), and using the associated liear relationship

x=a*; (2.90)
we obtain the following linear behavior of the COG horizonta projection
X+ kyX + Kp X Xges(t) =0: (2.91)

Here we have not addressed the control of the residual redurahcy. In fact, for this exper-
iment residual DOFs are used to maintain an upright posture wing the methods we will
describe in Chapter 4.

2.4.2 COG Vertical Control

A second experiment is shown in Figure 2.10, where both horantal and vertical components
of the COG are controlled. While the horizontal components d the COG are used to keep
static balance as shown in the previous example, the vertidacomponent is used to control
posture stance.

This time the control coordinates are

8 9
x = 3 YcoohZ . (2.92)

" Xcogy'’

whereXcogn corresponds to the 2 1 horizontal component of the COG andXcqgy cOrresponds
to the 1 1 vertical component. The acceleration level control vecto can be broken into
vertical and horizontal components, i.e.

8 ref
aref _ %acogh

ref 3

" QAcogv

9
: (2.93)

The control law for the horizontal component is the same as in(2.89), whereas the control
law for the vertical component is

a{:%];;v: Kp Xcogy  Xdes(t) KyXcogy' (2.94)

However, this time the reference trajectory for balancing 8 xed at a point within
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Figure 2.10: Control of the COG's height: This experiment demonstrates the control
of the COG's height while maintaining balance. The COG's vetical position is controlled
to track a sinusoidal trajectory spanning positions (a) and (b).

the feet stability polygon while the reference trajectory for the vertical component is the
sinusoidal trajectory shown in Figure 2.10.

The proportional gain k, used for the experiment is equal to 408I=m and the velocity
gain is chosen to provide critical damping, i.e.ky = 2 Rp. The results shown in the data
graph of Figure 2.10 proof a good tracking response.



Chapter 3

Prioritized Multi-Task Control

In this chapter we will develop control structures for the simultaneous execution of multiple
operational tasks using prioritized controls strategies. These structures will allow us to
create complex whole-body behaviors while ensuring that dtical tasks are accomplished
rst.

Current approaches for the control of humanoid systems addess the control of manip-
ulation and locomotion behaviors as separate entities, diggarding their combined inter-
actions. While these approaches are practical they do not goit the redundancy of the
system to simultaneously accomplish all required objecties. A few projects have addressed
whole-body control, most notably the work by the National In stitute of Advanced Industrial
Science and Technology in Japan (see Neo et al. 2005). The mabbjective of this chapter
is to design methods to control collections of multiple lowlevel tasks towards individual
goals using whole-body movements and while ensuring that dical tasks are accomplished
rst. For instance, for locomotion behaviors separate goas are chosen for feet and COG
or ZMP placement while a whole-body controller automaticaly assigns torque resources to
accomplish all goals. These goals can be fed at runtime by a sgory layer without pre-
computation of feet or COG trajectories. To ensure stability, critical tasks need to be rst
controlled. For instance in the previous example, COG contol and feet placement control
operate as priority tasks, while other less critical tasks @erate in the residual movement
redundancy.

Task prioritization was rst addressed by (Hanafusa, Yoshikawa, and Nakamura 1981)
and will be extensively addressed here. Multi-task controlin the context of manipulation
was rst addressed by (Siciliano and Slotine 1991). Similarcontrol structures were later
developed for graphical models of humanoid systems by (Boid and Mas 1996) and later
by (Baerlocher and Boulic 1998). All of these preliminary research was developed in the

39
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context of inverse kinematic control.

Instead of relying on inverse kinematic representations, & will develop here operational
space control representations. Operational space controlill allow us to integrate force,
position, and impedance control policies into a uni ed formulation. Additionally, we will
integrate task prioritization to decouple task movement and to solve con icting scenarios
as a central part of our operational space control framework Two indexes will be proposed
to measure task feasibility, the condition number of constained task Jacobians and the
condition number of constrained task inertias. We will use ask feasibility measurements to
modify or replan robot behavior at runtime.

A problem associated with most humanoid control platforms i their limited ability
to engage in advanced contact interactions. Some progressak been done in this area
with a handful of applications available and customized for very specic scenarios (see
Yokoyama et al. 2003 and Harada et al. 2004). However, more pgress in this area is
needed addressing multi-contact and human-like interactons. Past approaches on contact
control rely on local inverse kinematic representations wich map desired forces into joint
trajectories. However, little consideration has been giva to the impact of contacts on the
overall robot behavior. In the previous chapter we presentd methods to integrate whole-
body torque control with contact constraints and we studied the control of multiple non-
prioritized tasks within the constrained space. In this chgoter we will extend this approach
to the control of multiple prioritized tasks involving mani pulation and locomotion behaviors.
Each task will be controlled within the residual redundancy of supporting constraints and
higher priority tasks as part of a prioritized control strat egy, providing decoupling e ects and
a platform to resolve con icting scenarios. At the same time supporting constraints will be
automatically accounted for. Additionally, we will design operational space controllers for
each individual task, allowing the user to implement a varidy of advanced control strategies
for manipulation, locomotion, and postural behaviors. In our approach contact tasks will
not be limited to end e ector control. Arbitrary parts on the robot's body will be able
to act as support or contact points. For instance, for sitting tasks, the points below the
hips will be used for support. In essence the approaches we lwpresent here will allow
humanoids to simultaneously accomplished multiple priortized goals without relying on
trajectory generation.

To cope with the uncertainty associated with realtime interactions, the whole-body con-
trol framework we will develop throughout this chapter will be based on task hierarchies. In
these hierarchies, the control of lower priority tasks will be conditional to the accomplish-
ment of higher priority tasks. This organization will provi de decoupling e ects between
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tasks and will allow controllers to determine the feasibilty of the overall behavior at run-
time. For instance, balance control will determine the feahility of lower priority tasks such
as manipulation and locomotion.

This chapter is organized as follows. In Section 3.1 we willtady the composition of
whole-body behaviors as aggregations of multiple goals. Weill discuss prioritization to en-
sure that critical tasks are accomplished rst and we will develop kinematic representations
based on such hierarchies. In Section 3.2 we will develop omional space control repre-
sentations to simultaneously control multiple task points. We will develop mathematics for
identifying the residual movement redundancy for each prioity level and we will discuss
control policies to implement a variety of low-level behavbrs. Finally, in Section 3.3 we will
present several examples involving interactive manipulaibn and locomotion behaviors.

3.1 Representation of Whole-Body Behaviors

Although the goal of humanoid systems is to execute advancetbcomotion and manipu-
lation tasks, other low-level tasks need to be simultaneoug accomplished to support and
enhance the overall behavior. To create complex behaviors evmust rst understand the
contribution of di erent body parts to the overall movement . In this section we will analyze
the composition of complex whole-body behaviors and their epresentation at the kinematic
level.

As discussed in the previous chapter, balance and internalofces between supporting
limbs are rst controlled to provide overall stability. Man ipulation and locomotion tasks
need to be integrated without interfering with these and other more critical tasks. Control
prioritization will allow us to create this control separation. Once more our approach will
be to create methods for the realtime control of goal-based &haviors instead of relying on
pre-programmed trajectory-based control methods. For ingance, for manipulation tasks we
will consider torque controllers to accomplish desired had position and orientation goals
while for locomotion tasks we will consider torque controlers to accomplish desired feet
position and orientation as well as desired COG and ZMP posibns or trajectories. In
turn, to create simultaneous locomotion and manipulation behaviors, only a few control
points will need to be actively controlled while the rest of the robot's movement will be
automatically generated to comply with contact constraints and postural criteria.

By controlling individual task points we will be able to create complex manipulation
and locomotion behaviors in realtime. For each task point, ve will associate an operational
space controller implementing a speci ¢ control policy. Desired position or force goals will
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be either fed by the sensory layer at runtime or pre-programned to ful Il predetermined
rules or trajectories. For instance for manipulation tasks the goal position and orientation
of the robot's hands could be fed at runtime by the robot's vison system. At the same
time, balance stability and postural behaviors will be simutaneously controlled according
to rules or trajectories. The whole-body torque controller we will describe here will be able
to simultaneously accomplish all desired goals while ensirg that critical tasks are accom-
plished rst. By exploiting the redundancy within our hiera rchical model our controller will
automatically derive appropriate torque solutions while providing movement stability at all
times.

3.1.1 Multi-Task Decomposition

Multi-task control is our approach to simplify the synthesis of whole-body behaviors. When
a behavior is sought, the individual actions that need to take place are rst determined. For
example for a walking behavior, each phase involving a di eent supporting leg is de ned as
a separate movement. The desired behavior emerges by sequerg the movements. In this
context individual movements are units of action where eachaction corresponds to a xed
set of tasks simultaneously operated towards individual gals. For instance for a movement
designed to step forward, the operational points that need b be controlled are the position
and orientation of the swinging leg, the global COG, and the read orientation. When the
swinging leg makes contact with the ground, the tasks involed in the previous stepping
motion are discarded and a new set of tasks is used to implemethe next phase. Our focus
here is on the individual movements, or equivalently on the st of tasks needed to achieve
the desired behaviors.

To study the synthesis of complex behaviors through multi-task decomposition let us
consider the interactive behavior shown in Figure 3.1. Herdghe objective is to place screws
at desired locations in the wooden beams, simulating inseivn with a screwgun. This
behavior can be synthesized in realtime by controlling fourseparate operational tasks and
one postural task, each controlling a di erent aspect of therobot's movement as shown
in Table 3.1. Moreover the two feet in contact with the ground provide the support for
balance stability. To guarantee feet stability, internal forces between legs are controlled to
vanish or to maintain the feet at against the ground. For bal ance stability, the robot's COG
horizontal position is controlled to stay above the feet staility polygon. Hand teleoperation
is achieved by controlling the 6-D spatial position of the hand. The teleoperated reference
point is shown as a small red sphere located at the center of #hright hand in Figure 3.1.
Head orientation is achieved by controlling the two orientation coordinates associated with
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Figure 3.1: Manipulation behavior with screwgun: This sequence of images corre-
spond to an interactive manipulation behavior. A screwgun B teleoperated to insert screws
into the wooden beams. All other aspects of the motion are audmatically handled. In
particular, the robot's posture is based on two distinct sngpshots of human poses that will
be later discussed and a switching policy between postures implemented.
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the robot's gaze (i.e. the ray emerging forward from the headn the direction of the eyes).
In our example the desired orientation corresponds to aligmg the robot's gaze with the
teleoperated point. Notice that both the robot's right hand and its head are commanded
to track in realtime the teleoperated point. Although the fu nction of the tasks discussed
for the above example is straightforward, the posture behaior involves perhaps the most
complex control. We control it to mimic human poses. Posturecontrol will be discussed in
great detail in Chapter 4.

Task Decomposition (Screwgun Manipulation)

Task Primitive Coordinates DOFs Control Policy

Balance COG horizontal position 2 (x vy plane) position

Manipulation  right hand pos/ori 6 hybrid

Gaze head orientation 2 ( plane) position

Posture whole-body joints n = NumJoints optimal criterion
Table 3.1: Task decomposition for the manipulation behavior of Figure 3.1.

In this chapter we will develop operational space control méhods for controlling multiple
task points based on a prioritized control strategy betweentasks. Operational space control
provides direct control of task forces and accelerations,atilitating the implementation of a
variety of control strategies including force, position, aceleration, and impedance control.
In the last column of Table 3.1 we indicate the control policy that we have implemented
for each task primitive of the previous example. For instane, balance control is achieved
through PD control of the COG's position, right hand control is achieved through hybrid
position and force control of the tool tip, head orientation control is based on PD control
of the head's orientation, and posture control is achieved lhirough gradient projection of
optimal criteria. These control strategies will be discusgd in more detail at the end of this
chapter.

Our approach for task control is based on the realtime commad of desired goals with-
out relying on trajectory computation. Goals are directly mapped into task forces or accel-
erations and further converted into actuation torques using operational space controllers.
These goals are issued from a variety of sources, such as frgrede ned rules, teleoperation
devices, or sensors. For instance, in the above example balee is achieved by controlling
the COG's position towards the center of the robot's feet, hand and head movements are
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Figure 3.2: Simultaneous locomotion and manipulation behavior: In this example,
the goal is to walk forward while tracking a teleoperated pont. The sequence of images
above correspond to an actual simulation where the walking pttern is pre-programmed and
the hand is teleoperated. The red sphere corresponds to theedired teleoperated positions.
(D, (11, and (I11) are snapshots taken during movement execution.
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Task Decomposition (Stepping Forward with Hand Teleoper&in)

Task Primitive Coordinates DOFs Control Policy
Balance COG horizontal position 2 (x vy plane) position

R Foot placement foot pos/ori 6 position
Gaze orientation head orientation 2 (? plane) position

Hip height hip vertical position 1 (z-axis) position

Hip posture hip orientation 3 position
Chest posture chest yaw orientation 1 (z-axis) position

R hand Manipulation right hand pos/ori 6 position

R shoulder roll posture right shoulder roll 1 position

L arm posture left arm joints 7 position
Table 3.2: Task decomposition for the walking example shown in Figure 3 2.

commanded to track the teleoperated point, and posture moton is commanded to mini-
mize the joint space error with respect to captured human poss. While some aspects of
the motion, such as balance, internal forces, and posture ance are automatically handled
by pre-de ned rules, others such as manipulation and locomtion are interactively handled.
Minimizing the amount of points interactively controlled s impli es the creation of complex
behaviors. For instance, in the previous example only one d@grnal command is needed
to create the desired tool movement, corresponding to the psition and orientation of the
teleoperated point, while all other aspects of the motion ae automatically handled.

We consider a second more complex behavior involving simudineous locomotion and
manipulation behaviors as shown in Figure 3.2. This examplecorresponds to an actual
simulation of walking while the robot's right hand is teleoperated by a user. Walking is
created by sequencing four movements: (1) shifting the robis weight to the right foot, (2)
swinging the right foot forward, (3) shifting the weight back to the left foot, and (4) swinging
the left foot forward. Additionally, the head orientation a nd the right hand position are
controlled to track a teleoperated point (shown as a red sphe2). For a more in-depth
study on sequencing whole-body movements refer to Chapter. 7Table 3.2 depicts the task
decomposition we used for the walking phase involving swirigg the right foot forward.
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3.1.2 Constrained Kinematics

Task kinematics under supporting constraints were analyzd in the previous chapter in
the context of non-prioritized control. The associated corstrained Jacobian allowed us
to characterize task feasibility under multi-leg support and to derive operational space
controllers in a compact form.

When multiple operational points are simultaneously controlled as part of a whole-
body behavior, each point can be kinematically characteried through unique constrained
Jacobians. For a given behavior (e.g. the behaviors of Figus 3.1 or 3.2), the full kinematic
representation of an arbitrary task point k (see Tables 3.1 and 3.2 for a list of tasks) is

8 9
Xy = §Xk?P§ : (3.1)
Xk’

where Xy, is a position representation of the task point andx; is an orientation repre-
sentation. Position and orientation representations can ary depending on the type of task
being implemented as discussed in (Khatib 2004). Moreovera subset of these coordinates
can be considered for tasks involving fewer than 6 DOFs.

Task velocities can be expressed using arbitrary represeations by considering linear
and angular velocities of the task point and transforming them to the desired representation,
i.e. 8 9

w= E03 S (32)

where E (xk) is a representation transformation matrix and is describeal in (Khatib 2004)
and v and !  are linear and angular velocities of thek-th task point respectively. The
instantaneous kinematics of arbitrary task points is expressed in terms of base and joint
velocities as 8

9
Xk = Jk % o3 k= E(Xk)dko s (3.3)
q’
where Ji is the task Jacobian in task coordinates and can be derived ém the basic task
Jacobian Jix.o as explained in (Khatib 2004) and #, and g are base and joint velocities
respectively.



CHAPTER 3. PRIORITIZED MULTI-TASK CONTROL 48

De nition 3.1.1  ( Support consistent Jacobian of arbitrary points ). The following
kinematic representation is a generalization of the constiined terms (2.46) and (2.47)

Xk = Jkq; (3.4)

where
J » JkSNs (3.5

is the constrained Jacobian matrix of an arbitrary task poirnt k and q is the vector of
constrained joint velocities shown in (2.37).

As discussed in the previous chapter, the constrained Jacadn J, characterizes the
kinematic behavior of task points under structural constraints and supporting contacts.
For instance, if legs, upper body, and arms are fully stretcted, the constrained Jacobian
associated with hand operational points will become singwr due to supporting constraints
acting on the underactuated system.

More complete kinematic representations should also inte@te constraints imposed by
task hierarchies. In the next section we will introduce the @ncept of prioritization to inte-
grate additional constraints at the kinematic and dynamic levels, allowing us to determine
if lower priority tasks can be accomplished in the null spaceof higher priority tasks.

3.2 Control Structures

When controlling multiple task points towards arbitrary go als, coupling e ects between
tasks can arise due to modeling errors and con icts betweendsk goals. Though these
problems could be solved through motion planning technique, we consider here alternative
reactive methods. Our approach consists on establishing ai@rarchy between tasks where
lower priority tasks are projected in the null space of highe priority tasks. These projections
not only provide the desired decoupling e ects but also enste that higher priority tasks
are rst accomplished.

3.2.1 Prioritization Versus Aggregation

Let us consider an arbitrary behavior (e.g. the screwgun beévior of Table 3.1). Eachk-th
operational point can be represented by the coordinate vedr

x, RAmK). (3.6)
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where xi is normally a subset of the 6D cartesian position and orientdon of the k-th
task point as shown in (3.1) | although for some tasks Xy could be a subset of the joint
coordinates of the robot (e.g. for tasks involving stretchng the knees) | and dim( k) is the
dimension of the task.

In the previous chapter, we suggested that we could simultaaously control all tasks by
considering a non-prioritized macro task characterized bythe following multi-point coordi-
nate vector and Jacobian matrix

8 9 8 9
X1 Jq
X J
x=5 ‘8: J=£5""§, (3.7)
XN, \]N’

where x; and J; correspond to the coordinates and full Jacobian of thei-th task point
respectively. The associated control vector had the form sbwn in (2.64), i.e.

= JTF; (3.8)

whereJ = JSNs is the constrained Jacobian matrix shown in (2.47) andF is a force-level
control vector determining control policies for all task points.

Although aggregating non-prioritized tasks into a single macro structure is an attractive
solution it entails coupling problems between tasks as membned earlier. For instance, in
the behavior shown in Figure 3.2, motion of the right hand will normally result in coupling
e ects on locomotion tasks due to modeling errors. In partialar, these coupling e ects will
a ect the trajectories established for the robot's COG and the swinging foot. However,
COG stability and feet motion are critical to the overall sta bility of the robot. Therefore
coupling e ects on these tasks should be removed.

Our solution to the above coupling problem is to establish a &sk hierarchy by exploiting
the prioritized structure presented in Equation (2.76) of the previous chapter, which can
Iter out coupling components introduced by lower priority tasks. For instance, for a two-
level prioritized structure | e.g. the simultaneous contro | of COG and hand positions
where the COG is considered as a high priority task | we assocate the following control
structure

= 3 TR+ Ny T g (3.9)

whereJ; = J1SNs is the constrained Jacobian of the priority task (e.g. the COG's position)
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as shown in (2.47),F1 is the associated vector of control forces,
Ny, | 3194 (3.10)

is the associated constrained null space matrix and is equalent to (2.78), and » is a vector
of torques associated with the control of the secondary taske.g. the control of the hand)
within the residual redundancy.

For more complex behaviors, multiple priority levels can beestablished. For instance,
the behavior shown in Figure 3.4 could be created using the poritized hierarchy shown in
Table 3.3. This hierarchy is established according to the riative importance of each task.

Hierarchy (Locomotion and Hand Control)

Task Primitive Priority Level
Balance 1
R foot placement 2
Gaze orientation 3
Hip height 4
Hip posture 5
Chest posture 6
R hand Manipulation 7
R shoulder roll posture 8
L arm posture 9

Table 3.3: Prioritized hierarchy for the behavior shown in Figure 3.4

Notice that right hand control is considered a lower priority task than postural tasks. This
ordering re ects the importance of postural motion on the overall stability of the walk. Also
notice that feet placement control has been assigned the sewd highest priority level after
COG control. Once more, this assignment re ects the relative importance of feet placement
towards the overall stability of the walk. In the previous example, the proposed hierarchy
has been empirically established.
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In general for N arbitrary prioritized tasks we propose the following recursive whole-
body torque control structure

X
= 1t Jjprec2) T T Njprec(N) = kjprec(k) 1 (3.11)
k=1
where the subscriptkjprec(k) is used to indicate that the k-th task operates in the null
space of all higher priority tasks.

De nition 3.2.1  (Prioritized torques ). The following expression determines the pro-
jection of lower priority tasks into the null space of higherpriority tasks

kjprec(k) » NpTrec(k) ks (3.12)

where N pec(k) is the combined null space of all higher priority tasks (i.e.all preceding tasks)
to the k-th level and will be characterized in a few lines.

Based on the previous hierarchical torque control structue (3.11), we will be able to
formulate a general operational space control structure tlat will take the form

= JlTFl + JZjIszl + + ‘]N}rprec(N)FijreC(N) X (313)

where the matriceskaprec(k) correspond to prioritized task Jacobians as de ned in (3.14,
and the vectors Fyjpreck) COrrespond to control forces to control the k-th priority task.
These recursive structures will be demonstrated in the nexisection.

De nition 3.2.2  ( Prioritized Jacobian ). The following prioritized Jacobian is assaoci-
ated with the k-th priority task

‘kaprec(k) ’ ‘JkNprec(k); (3-14)

where J, is the constrained Jacobian associated with thé-th task as shown in (3.5) and

Nprec(k) is the prioritizing null space of all preceding tasks and wilbe characterized in (3.40).

The second objective of projecting lower priority tasks in the null space of higher pri-
ority tasks is to solve con icting scenarios when multiple goals cannot be simultaneously
accomplished. For instance, let us consider the interactig behavior shown in Figure 3.3.

Here, the robot's hand is commanded to move towards unreachde goals. When the
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Figure 3.3: Conict between task goals: These snapshots corresponding to a teleop-
erated reaching behavior illustrates potential con icts between task goals. The right hand

is commanded to reach the red sphere which is intentionally [aced beyond the reachable
workspace at di erent locations. In (I) and (I11), the red sp here cannot be reached without

compromising balance stability. In (Il) the sphere cannot be reached without jumping.

hand approaches these goals, balance stability is comprosed. If COG control is given
higher priority than hand control, we will not only prevent ¢ oupling e ects between COG
and hand control, but we will ensure that balance goals are st accomplished while hand
goals are accomplished only if there is enough available relual redundancy. In general,
the hierarchy established in Table 3.3 will determine whetter lower priority tasks can be
executed without compromising higher priority tasks.

In fact, the prioritized Jacobian of Equation (3.14) will re veal not only singularities due
to supporting constraints but also due to constraints imposd by the task hierarchy. If
no movement redundancy is available to execute theék-th priority task within the residual
redundancy, the associated prioritized Jacobian will becme singular. In contrast, the non-
prioritized Jacobian J, will not re ect prioritization singularities. We will expl oit this
behavior to measure task feasibility at runtime and to modify robot behavior if needed.

In general a combination of prioritized (2.34) and non-priaritized (3.13) control strategies
will be simultaneously implemented. For instance, for a dud hand manipulation task, the
right and left hand tasks could be combined into a single norprioritized macro task and
then prioritized with respect to a balance task.
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Although prioritization has many advantages, the implementation of force and position
control policies in the null space of priority tasks is a di ¢ ult problem that will be solved
in this chapter.

3.2.2 Prioritized Dynamics and Control

Given a multi-task control scenario, we will derive here coitrol structures to simultaneously
accomplish all goals. For instance, for the manipulation béavior shown in Figure 3.1 we
choose the following task hierarchy,

Task Decomposition (Screwgun Teleoperation)

Task Primitive Priority level
Balance 1

Gaze orientation

2
Right hand control 3
Whole-body posture 4

The main goal of this hierarchy is to decouple balance contrbfrom hand control and to
prevent con icts between these two tasks.

In general, there will be N arbitrary task points to be controlled (for the previous
behavior N = 3) as well as additional postural tasks. The objective of ou controller is to
provide linear control of task forces and accelerations wié operating in the null space of
higher priority tasks.

We consider implementing the prioritized control strategy shown in (3.11) and (3.12)
to handle an arbitrary number of tasks. We must rst understand the dynamic behavior
of each task under the proposed prioritized control structue. In (2.24) we had derived the
following equation of motion under supporting constraints,

8 9 8 9 W
Aé#bé + NsT(b+ g) + JsT SJ-SE % = (SNS)T ijprec(i); (3-15)

o’ a i=1
where Ng is the dynamically consistent null-space matrix of the Jacdian at the support
points (2.25), and S = 0, s In n Iis the actuation matrix discussed in (2.19). Notice
that in the above equation we have directly used the prioritized torque control structure

proposed in (3.11).

We can derived task dynamics by left-multiplying (3.15) by the term Ji A 1, where Ji
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is the full Jacobian of the k-th operational task yielding the following equation of motion

8 9 8 9
# #
Xk J*E b3 + A INJ(b+ )+ JA 13T SJ.SE b
" q " q |
1 T X |
JkA “(SNy) kjprec(k) * ijprectiy - (3:16)
(i> 0)" (i6 k)
Here we have used the equality
8 9 8 9
#
Xy = Jk§ g J*E#“% (3.17)
Q0 "

and we have decomposed the actuation torques into torques lalcated to control the k-th
operational task and torques allocated to control all otheroperational tasks, i.e.
!
X X
ijprec(i) = kjprec(k) * ijprec(i) - (3.18)

i=1 (i> 0) (i6 k)
De nition 3.2.3  (Prioritized inertia ). The following term is referred to as the priori-
tized inertia of the k-th priority task

1
T .
kjprec(k) 'kaprec(k) 'kaprec(k) . (3.19)

Theorem 3.2.1 (Prioritized operational space control ). The following control vector
yields linear control of forces and accelerations for thek-th prioritized task

kiprec(k) = ‘kagrec(k) Fkiprec(k); (3.20)

where yjprec(k) IS the k-th component of the prioritized torque control structure siown in
(3.11), kaprec(k) is the prioritized Jacobian for the k-th task point discussed in (3.14), and
Frjprec(k) 1S @ vector of control forces that will be discussed in a fewries.
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Proof. Based on the above control term, (3.16) becomes

8 9 8 9
# # 1
Xk \lkE qtj’é + JKA leT(b+ 9) + JkA 1JsT S‘l‘sE qtj,é = kjprec(k) Fijprec() *
JkA 1(SNg) T X iiorec(iy;  (3.21
k ( s) ijprec(i)» ( : )

(i> 0)~ (i& k)

where the term .. IS the inertial term de ned in (3.19) whose inverse maps prigitized
forces into task accelerations and ful Il the following equality as demonstrated in Property
3.21

1
— 1 T T .
kjprec(k) = JkA “(SNs) 'kaprec(k)' (3.22)

Under normal conditions Kiprec(k) is full rank, and therefore the vector Fyjprecky Yields
linear control of task accelerations and forces. O

Property 3.2.1 (Alternative expression of Kjprec(k) ). The prioritized inertia de ned
in (3.19) has the alternative expression given in (3.22).

Proof. Using the expression oﬂkjprec(k) givenin (3.14), the property Nprec(k) = Nprzc(k)
shown in (A.15), and the property (Nlmec(k))2 = Nprec(k) shown in (A.10) the following
equality holds

Jijprectiy  Jkjprect) = Ik Jkjprec(k): (3.23)

Using the expression of], given in (3.5) and the expression of  given in (2.42) the above
expression becomes
JKSNsSNsA H(SNs) T3y 5rec (3.24)

Using the equality SNsSNs = Ng given in (2.44), the equality NsA 1 = A INJ given in
(2.27), and the property (Ns)? = N given in (2.26) the above expression becomes

which is equal to (3.19). O

Using the control expression (3.20) we can easily implemenlinear control strategies.
For instance, to control task accelerations we consider thdollowing force control vector:
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Corollary 3.2.1  ( Prioritized motion control ). In the absence of contact interactions,
the following control vector yields linear control of task &celerations

1
_ f 1 T .
Friprec(k) = kjprec(k)arke + prec(k) T Prjprectk)  kjprec(k)JkA (SNi) ijprec(i): (3.26)
i=1

Here Fyjprec(k) is the control force shown in (3.20), arkEf is an acceleration-level control policy

for the k-th priority task, and the remaining dynamic quantities for the above equation have
the following expressions,

8 9
#h
Kiprec(k) * kjprec(k) IkA NJb kjprec(k)J-k.§ ?+ (3.27)
a
8 9
#p
kiprec(o KA 1" sJe.E %
a
I T o
Pxjprec(k) kjprec(k)JkA Ng g: (3.28)

Proof. It is straightforward to verify that using the above expressions in (3.21) will yield
the linear behavior
X = aet: (3.29)

Notice that the last term on the RHS of (3.26) disregards lowe priority torques. The reason
is that prioritized null space matrices are designed to canel components from lower priority
tasks as we will see when demonstrating (3.40). O

Corollary 3.2.2 (Prioritized multi-task control structure ). The following control
structure yields linear control of forces and acceleratiors of a set of N prioritized tasks

= ‘JlTFl + JZjIFZjl + + ‘JN}rprec(N)FNJ'IOreC(N) = ‘]kjgrec(k)FkJ'Pfec(k): (3.30)
k=1
Proof. Using (3.20) we can further express (3.11) as the above aggation of prioritized
operational space control structures. O
3.2.3 Recursive Redundancy

In (3.12), prioritization was established by projecting lower priority tasks within the resid-
ual redundancy (i.e. the null-space) of higher priority tasks. In this context, null space
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projections impose that lower priority tasks do not introdu ce acceleration and force com-
ponents in higher priority tasks. Given Equation (3.16) this is equivalent to the following
condition

8i preck) JiA *(SNs) N iy =0: (3.31)

Corollary 3.2.3 (Dynamically consistent prioritized null space matrix ). The fol-
lowing matrix ful lls the above set of dynamic constraints

1

LI T .
Nprec(k) - Nijprec(i)’ (3'32)
i=1
with
Nijprec(i) - ‘]ijprec(i)‘]ijprec(i); (3'33)
wherejijprec(i) is the dynamically consistent generalized inverse af;; ., ) shown in (3.36).
Moreover, we use the conventiondN ..,y . | and Ny .5y, Ny =1 J1J, as shown in

(3.10).

Proof. To proof that (3.32) ful lls (3.31) we rst rewrite (3.32) as

W

(k> 0) (k6 1)
which can been done reorganizing null space terms accordirtg the commutation property
shown in (A.1). The rst part of the above equation is equal to

JiA YSNg) TN, T = J

ijprec(i) — “ijprec(i) N

iiprecqiy) = O (3.35)
Here we have used the equalityA NS = NsA NS shown in (2.27), the equality Ng =
SNsSNs shown in (2.44), the equality NijpTrec(i) = Njjpreciy  demonstrated in (A.15),
the property Nijprec(i) 2 = Nijprec(i) demonstrated in (A.9), and the expression ofJijprec(i)
given in (3.14). Using the expression oﬂ\lijprec(i) given in (3.33) and the expression of

J. given in (3.36), it is easy to demonstrate that the above termcancels out. O

ijprec(i)
Corollary 3.2.4 (Dynamically consistent generalized inverse of J
following expression is a dynamically consistent generaled inverse ofJ

kiprec(k) )+ The

kjprec(k)

1
B T T .
J kjprec(k) » ‘]kjprec(k) kaprec(k) kaprec(k) . (3.36)



CHAPTER 3. PRIORITIZED MULTI-TASK CONTROL 58

Proof. According to the dynamic projection shown in (3.16), the prioritized control struc-
ture shown in (3.20), and the prioritized inertia shown in (3.19) the following equality holds

1
A H(SNs) T iprectky = kiprec(k)  Fkjprec(k): (3.37)

where jprec(ky IS @ vector of prioritized torques andFyjprec(k) is @ vector of prioritized control
forces. Using (2.27) and (2.44), the expression af, shown in (3.5), and the property shown
in (A.15) we can rewrite the above equation as

kjprec(k)‘]k kiprec(k) = Fkjprec(k): (3.38)

Using the expression of yjprec(ky given in (3.12), the property shown in (A.9), the expression
of Jijprec(i) given in (3.14), and the expression oﬁkjprec(k) given in (3.36), the above equation
becomes

=T
‘]kjprec(k) kiprec(k) = Fkjprec(k) (3.39)

Null space torque components that integrate the terTI J_kjprec(k)kaprec(k) will map to
zero control forces in the above equation. Becauséjyeqk) IS @ generalized inverse of
Jijprec(k) that cancels the e ect of null space torques into task level érces and that provides
the dynamic mapping shown in (3.39), we will refer to it as the dynamically consistent

generalized inverse ofl ;o - O

Corollary 3.2.5 (Compact expression of Nprec(k)). The null space matrix given in
(3.32) can be expressed using the following compact exprass
K1
| J,
i=1

N (3.40)

prec(k) = ijprec(i)‘]ijprec(i);

Proof. See Property A.0.4 in Appendix A. O

3.2.4 Task Feasibility

Our motivation for task prioritization has been to Iter out undesired e ects on higher
priority tasks due to lower priority tasks and to solve coni cting scenarios between task
goals. In particular, to measure the feasibility of an arbitrary priority task k provided that
all higher priority tasks are rst accomplished, we proposeto study the prioritized quantities
kaprec(k) given in (3.14) and kiprec(k) given in (3.22). For instance, let us consider the
stepping example shown in Figure 3.4. This joint locomotionand manipulation behavior
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Figure 3.4: Task feasibility under prioritization: This snapshots from an actual ex-
periment depict a joint manipulation and locomotion behavior generated using the task
decomposition shown in Table 3.2. While the hand is teleopeted to a desired goal, the
foot is commanded to step beyond its reachable workspace. Tmeasure task feasibility, we
monitor the condition numbers of the foot and hand task points under the task hierarchy
sown in Table 3.3. While the condition number of the hand remans within normal values,
the condition number of the foot grows towards in nity. This information allows us to
change the behavior of the foot at runtime. In our example, wren the condition number of
the foot grows beyond normal values we command the foot to sgg back within the reach-
able workspace to gain stability. The symbolsJ,,,» and Jy,p indicate that the hand
and foot tasks are subject to prioritized control.
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has been created using the task decomposition shown in Tablg.2 with the task hierarchy

shown in Table 3.3. This time the COG is commanded to remain ontop of the left foot

and the right hand is operated to remain at the initial locati on. The focus is on the right
foot which is commanded to step forward beyond its reachablevorkspace. In practice such
scenario could be the result of walking in rough terrain baséd on sensor information.

The data graphs accompanying Figure 3.4 depict the evolutia of the prioritized Jaco-
bians associated with the right foot and the right hand during movement execution. When
the foot approaches the limit of the workspace, the conditim number of the prioritized
foot Jacobian grows beyond normal values. In contrast, the endition number associated
with the prioritized hand Jacobian remains within normal values, indicating that there is
enough movement redundancy to accomplish the desired handdhavior. Monitoring foot
placement feasibility allows us to modify foot behavior duiing con icting scenarios.

Figure 3.5: Condition number of the prioritized inertias for Figure 3.4 . These
graphs depict the evolution of the condition number of the prioritized inertias for the foot
and hand tasks during movement execution. When the foot redues full stretch the prior-
itized foot inertia becomes singular while the prioritized hand inertia stays within normal
values.

Task feasibility can be measured by either evaluating the codition number of prioritized

Jacobians, i.e.
1(kaprec(k))

Jijprec(i)) = (3.41)

dim(k) (Jxjprecck))

where ;(:) corresponds to thei-th singular value of the enclosed term, or the condition
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number of prioritized inertias, i.e.

1( kjprec(k))

( kjprec(k)) = (3.42)

aim(k) ( prec(i))
For instance, in Figure 3.4 we depict the evolution of the cowlition number of the prioritized
foot and hand Jacobians, abbreviated (Jfootjp) and (Jhandjp). Here the subscripts foofP
and handP are used to indicate that the foot and hand tasks are prioritized with respect
to higher priority tasks as indicated in Table 3.3. As we can &e, when the swinging leg
approaches full stretch the prioritized Jacobian of the fod task becomes singular. However,
the prioritized Jacobian of the hand task remains within normal values indicating that only
the foot task is infeasible.

Data graphs showing the evolution of the condition numbers 6 prioritized inertias are
shown in Figure 3.5. Similarly to the previous case, the footprioritized inertia becomes
singular while the hand prioritized inertia remains within normal values. Although either
method can be used to measure task feasibility, an advantagef using prioritized inertias is
that their dimension is much smaller compared to prioritized Jacobians. In fact, prioritized
Jacobians have as many columns as the number of actuated jdm

3.2.5 Overview of Control Strategies

Operational space control yields linear control of task foces and accelerations, facilitat-
ing the implementation of a variety of control strategies involving position and force level
behaviors. We will review now some acceleration-level conbl policies.

Goal-Based Position Control

During teleoperated or sensor-based position control, trgectories cannot be provided be-
forehand. Our approach is to move instantaneously in the diection of the commanded
goals. This can be done by implementing a simple PD control . However, to avoid
reaching arbitrarily velocities and accelerations we needo integrate saturation strategies.

Velocity Saturation: This control method was proposed by (Khatib 1986) when preseting
potential eld techniques. It consists on implementing the following velocity-level controller

arkef = kv Xk v Vdes (3.43)

Kp . Vmax
= — ; = 1= N 3.44
Vdes K, Xk Xgoal v = min iiVaedi ( )
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where Xgoal is the operational goal, y is a velocity saturation factor, and vmax is the max-
imum allowable velocity. If k vges K< Vmax this control law will be equivalent to a PD
controller with the following behavior

If the desired velocity reaches values beyond the maximum &wable velocity, the above
control law will yield the following velocity-based behavior

V,
Xk + Ky Xk Vmax K Vjes K =0; (3.46)
es

which will maintain a constant velocity in the direction of t he goal.

Simultaneous Acceleration and Velocity Saturation: We have designed a new PD controller
that integrates saturation on both velocities and accelerdions, and is expressed as follows

ref

Q. = addess (3.47)
) a
ades = Ky Xk v Vdes a=min 1, ”a:::” ; (3.48)
Vdes = ), Xk Xgoal ; = min 1 Umx (3.49)
Ky ji Vaesii

where , is an acceleration saturation factor, amax IS the maximum allowable acceleration,
and Vmax is the maximum allowable velocity. When k ages k< a max this controller is equiva-

lent to the previous velocity saturation controller. However when the desired accelerations
are higher than the maximum allowable accelerations the raslting behavior is

Xk = Bmax i xes o (3.50)
es

which means that the task will accelerate in the direction ofthe desired goal with a value
equal to amax.

ZMP Control

Acceleration control can be used to control dynamic balancdy manipulating the ZMP, the
point on the ground where the horizontal moments due to groum reaction forces are equal
to zero. To maintain balance stability the horizontal component of the ZMP, X;mpH , Needs
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to be located within the stability polygon de ned by the curr ent placement of the feet. The
control law that achieves this goal is (Vukobratovic and Borovac 2004; Sugihara 2004)
ref frz des

a = XcogH X : 3.51
cogH M (Xcogz szpz)( €9 zmpH) ( )

where xggpr is the desired location of the ZMP within the support polygon, f; is the
vertical component of the reaction forces at the feet,M is the total mass of the robot,
Xcogz IS the current height of the robot's COG, X;mp; is the ground level, andX¢ogH is the
horizontal position of the COG.

The ZMP horizontal position depends directly on COG acceleations according to the
equation (Vukobratovic and Borovac 2004; Sugihara 2004)

XzmpH = XcogH M XcogHwi (3.52)
Therefore, we propose to apply the control law
XcogH = g (3.53)
to achieve the desired behavior
XzmpH = Xomon - (3.54)

3.3 Examples

Let us study a few examples demonstrating the implementatio of goal-oriented prioritized
multi-task control. To implement the proposed control fram ework we have used a simulated
humanoid called Collabot. Collabot is a robot measuring 160 m in height and weighting
83kg. The kinematic model of the robot is similar to some of the exsting high-end research
humanoids. It has 29 DOF: 6 for each leg, 7 for each arm (3 shodér, 1 elbow, 3 wrist),
1 for the chest yaw angle, and 2 for the head (pitch and yaw). Tk masses and inertias of
the links are based on estimations from a real humanoid robot

The examples we will show here were obtained using a simulaih and control envi-
ronment running on a PC at 2:13 GHz. Collabot's graphic model | provided by Honda
Motor Co. | contains approximately 60,000 polygons. Our servo loop runs at 200MHz
on simulated time while the graphics are updated at 100frams=s. Collisions on the feet are
computed using hierarchical distance models described inRuspini and Khatib 2000). The
collision update rate is 100061z. A dynamic simulation environment based on (Chang and
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Khatib 2000) takes the controller output and simulates the robot's movement. Controller,
simulator, and graphics, run at a speeds 4 times slower thaneal time for our 29 DOF robot.
3.3.1 Tracking the Contour of an Object

Our rst example shown in Figure 3.6 involves tracking the contour of a large object (a
sculpture) using hybrid force/position control. To create this behavior we have used the
following task decomposition

Task Decomposition (Manipulation on object)

Task Primitive DOFs Control Policy Priority level
Balance 2 vy plane) goal-based 1
Gaze orientation 2 (? plane) goal-based 2
Right hand control 6 (y force, x moment) hybrid force/positi on 3
Switching postures n = number of joints  goal-based 4

Balance is achieved using velocity and acceleration satuteon control as described in (3.47)
and (3.48). The desired COG position is commanded to remain tathe center of the sup-
porting feet. The saturation values we use for the balance tak are vmax = 1m=s and
amax = 3m=s?. These values are picked to avoid violating ZMP limits.

Gaze control is achieved by orienting the robot's sight vecor towards the teleoperated
point (see Figure 3.7). The cartesian space error between thcurrent head orientation and
the desired goal orientation is

(3.55)

eror = E head goal

where E isa 3 4 representation transformation between quaternions to cetesian space
angles (Khatib 2004), head iS the quaternion representing the current head orientation,

and goq is the quaternion representing the desired orientation. Athough eror isa3 1

vector, only 2 DOFs are needed to orient the gaze towards theekired point. The orientation

component around the head's locak axis does not contribute to gaze orientation. Therefore
when controlling the gaze task we do not need to use the full i@ation Jacobian. Instead we
remove the contributions from the z axis based on the following projection

(3.56)

Jgaze: ORh S;azesgazehRO Jhead( )-
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Figure 3.6: Tracking the contour of an object: This behavior has been created using the
task decomposition shown in the previous table. Four tasks e simultaneously controlled:
balance, gaze orientation, hybrid hand force/position, ard posture switching. Linear forces
perpendicular to the sculpture's contour and moments tangat to the sculpture are simul-
taneously controlled to track the contour while maintaining a desired contact force against
the surface.

Here Jpeaq( ) is the 3 (n +6) Jacobian corresponding to head rotation coordinates °Ry, is
a rotation transformation from head coordinates to global mordinates, "Ry is the transpose
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Figure 3.7: Gaze control: The head is controlled to track a teleoperated point.

of this transformation, and 9

8
:El 0

3.57
"0 1 0 ( )

Sgaze

is a selection matrix that selects thex and y rotation DOFs. Therefore, the above transfor-
mation projects the head's rotation Jacobian into its local frame and removes thez com-
ponent. The control policy used for gaze control is the veloity saturation law described in
(3.43) adapted to the above rotation task, i.e.

8 9
Qrefgaze) = Kv Jgaze? #:lb? v! des (3.58)
! des = & error ; v=min 1 !m%ax : (3.59)
ky K! ges k

The robot's right hand is controlled using hybrid force/position control which will be
discussed in a future paper in the context of prioritized corrol. Contact forces between
the hand and the sculpture are controlled to push against thesculpture with a linear force
on the y direction equal to 13N while the contact moments on thex axis are controlled for
compliance. The cartesian position of the hand in thex and z directions is teleoperated
while the rotation in the y and z directions is xed to a value coplanar with the y z plane.
During movement execution the hand is teleoperated to trackup and down the contour of
the sculpture. Contact is maintained at all times due to forces applied in they direction. At
the same time the hand rotates along the sculpture to maintan zero contact moments. The
data graphs shown in Figure 3.6 show the evolution of the linar force on they direction
and the moment on the x direction in the rst instants of contact.

The robot's postural stance is controlled using the methodswe will describe in the



CHAPTER 3. PRIORITIZED MULTI-TASK CONTROL 67

next chapter. We use the two snapshots shown in Figure 3.8 asesired poses. When the
robot's right hand is 35cm or higher above the ground, the robot's posture is commanded
to imitate the upright pose while when the hand reaches heigts below 3%m the posture is
commanded to imitate the crouching pose.

Figure 3.8: Posture attractors: Two static posture snapshots are used as posture at-
tractors. For behaviors where the hand is above a predetermmied height we command the

posture to imitate the upright pose. When the hand goes belowthis threshold we command

the robot to imitate the crouching pose.

3.3.2 Walking with Posture Variations

We consider the locomotion behavior shown in Figure 3.9. Theobot's feet are commanded
to track desired goals while the posture is interactively catrolled. In the rst steps of
Figure 3.9 the hip height is commanded to swing up and down, wike in the nal steps the
upper-body orientation is commanded to swing back and forth The walking behavior is
created by sequencing a collection of whole-body movementse. phases). Four phases are
used to create the walking pattern as shown in Figure 3.10. Irthe rst phase the robot's
COG is shifted towards the left foot. In the second phase, theright foot is commanded
to step forward. The remaining two phases are counterparts Dthe previous two. This
walking behavior is described as a collection of tasks, butmtrajectories need to be provided
beforehand. In fact, feet goals could be fed at runtime allowng the robot to step in di erent
directions and with di erent walking patterns. Likewise, u pper-body postural goals are
changed at runtime. Changing the posture does not a ect the sepping motion because our
controller decouples tasks. In Figure 3.11 we plot the torge values obtained for the above
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Figure 3.9: Walking behavior with posture variations: This behavior has been created
using the walking sequence shown in Figure 3.10. Di erent phases are described in terms
of task goals instead of relying on pre-programmed trajectdes. Task goals can therefore
be fed at runtime. In our example we command interactively the hip link to swing up and
down and back and forth.

behavior. These values were recorded for an example with noifn variations.

3.3.3 Dynamic Walking: First Step

Dynamic balance is the technique used to create human-like atking and running behaviors
in humanoid systems. It relies on COG accelerations instea@f using COG positions only.
COG accelerations are determined by the reaction forces airtg on the supporting feet as
well as by the action of gravity forces acting on the robot's GOG. This balance of forces
can be characterized by the following equation of motion

M (Xcog + G) = f1; (3.60)

wheref, is the 3 1 vector of reaction forces projected on the robot's COG (i.e the sum
of linear forces acting on supporting points), andG is the gravity acceleration vector, i.e.

8 9
0
G= % 0 % : (3.61)

9:81m=s?’
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Figure 3.10: Walking phases: This diagram depicts the four walking phases and their
decomposition into low-level tasks to accomplish the walking behavior of our experiment.

The ZMP (VMukobratovic and Borovac 2004), is used to characteize the robot's ground
stability during dynamic walking. The ZMP is the point on the ground where the horizontal
moments due to ground reaction forces are equal to zero. In geral, the moment of an
arbitrary point xp within the stability support polygon can be expressed asm, = x, ( fy).
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Figure 3.11: Torques during waling motion: These values correspond to torques on the
right leg during the walking behavior described in the aboveexample. No posture variations
were used for this experiment, i.e. the hip link was kept at a xed height and the torso
orientation was kept upright at a xed orientation. The high est values correspond to the
torques on the knees during single support phases. The rightip's roll joint (i.e. the hip
abduction/adduction DOF) reached also high torque values kecause it sustains the lateral
weight of the upper body when stepping forward.

Therefore the balance of moments between the COG and the ZMPan be formulated as
(Xcog  Xzmp)  fr + Meog = Mzmp; (3.62)

where mgog and m;y, are the moments around the COG and ZMP respectively, and
is the vectorial product. To obtain the ZMP we set the horizontal moments to zero, i.e.
Mzmpx = Mzmpy = 0. We also assume thatmeog is small and therefore can be ignored.
Using the balance of forces of Equation (3.60), the previougquation yields the equality

(Xcogz_ Xampz). (3.63)

XzmpH = XcogH M XcogH f
rz

where X;mp; is the ground position where the ZMP is projected. This equaly allows us to
express COG accelerations as a function of the ZMP, i.e.

frz
M (Xcogz  Xzmpz)

XcogH = (XcogH ~ XzmpH): (3.64)

Although dynamic balance has been widely studied, our task bgented control approach
allows us to control directly COG accelerations, facilitating the control of the ZMP. For
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instance, let us consider the following control structure kased on (3.20)

— T ref .
- ‘]cogH COgHacogH + cogH+ pcogH ’ (3-65)

where we have assumed that the COG is controlled as the rst piority task. When using
the above control structure in (3.15) we obtain the linear béhavior

Based on (3.64), the following reference vector provides otrol of dynamic balance

a‘ref — frz
cogH M (Xcogz  Xzmpz)

XcogH  XOmoH (3.67)

where x3%, is the desired ZMP location within the stability polygon. In fact, xJ%
determines the instantaneous direction and acceleration rgnitude of the walk.

Because the generation of full dynamic walking patterns is a elaborate procedure (see
Kajita et al. 2003a), for simplicity we will use the proposed ZMP controller to generate a

single dynamic step. An example is illustrated in Figure 3.2 and has been created using
the following task decomposition

Task Decomposition (Dynamic Walking)

Task Primitive DOFs Control Policy Priority level
ZMP 2 (x y) COG accelerations 1

R foot position and orientation 6 position 2

Hip height 1 position 3

Hip orientation 3 position 4
Chest orientation 1 position 5
Arms posture 2 6 joint position 6

In Figure 3.12 we depict a forward step and a lateral step patérns. The accompanying
data graphs correspond to the forward step. The ZMP is positbned within the supporting
foot in a way that will accelerate the COG towards the landing position of the swinging
foot. As a result the COG moves on a line within the stability polygon. To gain stability
upon landing we command the COG to decelerate smoothly witha the supporting polygon.
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Figure 3.12: Dynamic Walking ( rst step) A single step is shown here using dynamic
balancing. (a) depicts a forward step and (b) a lateral step. The data graphs correspond
to the forward step. The blue sphere correspond to the ZMP andhe green sphere to the
horizontal projection of the COG. On the lateral step, only the ZMP sphere is shown.



Chapter 4

Posture Control

In this chapter we will develop methods for the control of pogsural tasks in humanoid
systems. The coordination of the prioritized multi-task controller developed in the previous
chapter and the posture controllers that will be developed n this chapter will provide
the support to create interactive manipulation and locomotion behaviors while enhancing
overall movement performance.

Posture control is an integral component of redundant maniplators and multi-legged
robots where the goal is to enhance the execution of maniputeon and locomotion behaviors.
Earlier work on quadrupeds (Hirose et al. 1985; Raibert et al 1986) discussed the role of the
robot's posture to create e cient locomotion behaviors. More recently, postural behavior
in living animals has been studied to inspire the control of pbotic systems (Full 1993;
Nelson and Quinn 1998). Postural behavior will be studied indetail in this chapter in the
context of humanoid systems emphasizing interactive aspés for the realtime generation of
whole-body behaviors.

Postural behavior plays an important role at di erent level s. For instance, the analysis of
sti ness response in humans (Mussa-Ivaldi, Hogan, and Bizz1985) has inspired techniques
to modulate postural response in robotic manipulators (Hogn 1987). More recently, new
technigues to modulate postural dynamic behavior in biped ad humanoid systems were
developed at the actuator and control levels (Pratt, Dilworth, and Pratt 1997; Pratt 1995).
Advanced redundant manipulators and whole-body control mehods capable of modulat-
ing both the task's impedance and the null-space sti ness hae been recently developed
(Albu-Scha er and Hirzinger 2002). In this chapter we will p ropose techniques to modulate
postural sti ness in humanoid systems as well.

Postural behavior plays a key role in both implementing e edive locomotion patterns

73
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and optimizing manipulation performance. Liegeois addresed this issue by creating pos-
tural elds to keep joint angles close to pre-de ned equilibrium positions (Liegois 1977).
Yoshikawa developed techniques to avoid kinematic singuldties based on task manipula-
bility optimization (Yoshikawa 1985). In this chapter we wi Il address related performance
criteria while bringing an additional requisite, imitatin g human poses. Imitating human
poses is imposed in humanoid systems to facilitate their a@ptance among humans. It is
believed that human-like appearance in structure and moverant plays an important role on
the response of humans towards virtual characters and robat (Mori 2004). This hypoth-
esis has been successfully exploited in computer animatioand has become of increasing
importance in robotics with the development of humanoid sysems. Several android robots
illustrating this concept have been recently developed (lkiguro 2005). Our approach to ad-
dress this problem will be to imitate human captured poses, asimilar technigue to the usage
of key frames in Im animation. However, in contrast with tra jectory based techniques, our
approach will not be based on interpolating between key franes. Instead, it will be based on
imitating captured poses acting as attractors. In this context, captured poses will be used
as equilibrium con gurations projected into the task's residual redundancy, providing the
support for arbitrary variations on task movement while imitating the desired poses. For
instance, to enhance the reachable workspace during a manifation task we will choose
captured poses that are away from joint limits. Multiple capture poses supported by a
switching policy will be considered to address large variabns on the task.

From an e ciency perspective, actuation e ort plays a key ro le in postural behavior.
Using musculoskeletal models of the human body and a dynamisimulation environment we
recently observed a strong correlation between gravity togues and muscle's torque capac-
ity (Khatib, Warren, Desapio, and Sentis 2004). Based on ths observation we conjectured
that human postural behavior involves minimization of musde e ort and de ned a mathe-
matical representation of e ort in the form of a Euclidean norm of gravity torques weighted
by muscle torque capacities. In this chapter we will implemet e ort minimization in pos-
ture space based on this e ort potential. A similar e ort pot ential based on unweighed
torques was proposed and implemented by (Boulic and Mas 1995n the context of inverse
kinematic control.

This chapter is organized as follows. In Section 4.1 we will ltaracterize the task's
residual redundancy for posture control extending the prigitized controller presented in the
previous chapter. In Section 4.2 we will develop task basedantrol methods for controlling
the robot's posture. In Section 4.2 we will develop gradientdescent methods to optimize
the robot's postural behavior based on optimal criteria. We will discuss the imitation of
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human captured poses and the minimization of actuation e ott. Finally, in Section 4.4
we will discuss the modulation of postural stiness to provide safe whole-body contact
interactions.

4.1 Posture Control Structure

In the previous chapter, we developed a prioritized multi-task controller characterized by
the control structures shown in (3.11) and (3.30), i.e.

X
kiprec(k); Kiprec(k) = Jkjprectk) Fkiprec(k)’ (4.1)
k=1
Similarly to the whole-body torque decomposition shown in .76), when multiple pri-
oritized tasks are simultaneously controlled, the residuaredundancy de nes the posture
space of motion and can be characterized by the following strcture:

Theorem 4.1.1 (Whole-body prioritized control structure ). The following control
structure provides linear control of N prioritized tasks and de nes the postural space of
motion

kagrec(k)ijprec(k) + Ny T posture ; (4.2)
k=1
where,
X
N¢ o | J kjprec(k) Jkjprec(k) (4.3)
k=1

is the null-space of all prioritized tasks and can be derivedsing the recursive expression
presented in (3.40). Here,N, signi es the null space of all priority tasks.

Proof. While the terms kagrec(k)':kjprec(k) provide linear control of task forces and acceler-
ations as discussed in Theorem 3.2.1\, acts as a base for the control of residual DOFs as
discussed in Corollary 3.2.3, and therefore posture de nes the control of the robot's postural
motion with no coupling e ects on priority tasks. O

In general, we will use the following more compact notation quivalent to (4.2)

X
kiprec(k) T pjit = tT  pivs (4.4)
k=1
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where
pjt 1 Nt T posture (4-5)

is the vector of prioritized postural torques. Here the subsript pjt is used to indicate that
postural torques are projected in the null space of all prioity tasks.

Figure 4.1: Postural DOFs in the main body: Posture movement associated with the
main body is due to hip attitude and height and chest vertical orientation. By directly
controlling these DOFs we can control the robot's posture.

We consider two di erent methods to control the robot's posture. The rst consists on
controlling pre-determined task points on the robot's body associated with postural motion
(see Figure 4.1). The second consists on optimizing desirgaostural criteria in joint space
via gradient projection. Let us start describing the rst me thod.

4.2 Task Based Postures

The rst approach to controlling the task's residual redund ancy is an extension of multi-
task control of the previous chapter. If in the previous chager we addressed multi-task
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control as the control of multiple operational points used to maintain balance stability and
to interact with the environment, we now consider the control of additional task points
describing the robot's internal motion. For instance, let us consider a humanoid equipped
with 6 DOFs per leg, 1 DOF in the upper body (e.g. vertical orientation), 3 DOFs in the
head, and 7 DOFs per arm. Considering the robot is standing uppostural DOFs on the
main body involve the 3D orientation and the vertical position of the hip's link and the
vertical orientation of the chest's link (see Figure 4.1).

Controlling these degrees of freedom is independent of mamilation, locomotion, and
balance tasks. Therefore, each postural DOF can be individally controlled towards desired
goals. For instance, to keep the body upright we can directlycommand the hip's upright
orientation to align with the direction of the gravity eld. Similarly, to keep the hip at a
certain height from the ground we can command the hip's vertcal DOF to reach the desired
position.

Let us consider the following coordinate representation fothe di erent postural DOFs

8 9

Phip
Xposture hip RS (4.6)

chest

wherehp, represents the hip's link vertical position, i represents the hip's link orientation

(using Euler parameters), and chest represents the chest's vertical orientation as shown in
Figure 4.1. We can simultaneously control all postural DOFsby handling Xposture @s a
macro task and associating the following joint Jacobian

8 9 8 Jhhi d
#b§ P
Xposture = Jposture E - ; Jposture = J: hip ; (4.7)
a : :
J ; chest
where Jhhip, J:hip » and J.chest are the Jacobians associated with the dierent postural
DOFs and can be obtained from the basic Jacobian representain of the hip and chest
links as shown in (3.3).

Let us now consider the posture's dynamic behavior by left-naltiplying (2.24) by the
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Figure 4.2: Goal-based posture control: These snapshots from an actual experiment
are obtained using goal-based control of postural DOFs. The&COG's horizontal component
is controlled to remain at the center of the feet to maintain balance stability, while arms
and head are controlled in joint space to remain xed.

term JpA 1, leading to the following equation of motion
8 9 8 9
# #
Xp JPE i + JoA INJ(b+ g)+ JpA 13T 378 -
T T
X

JoA Y(SNg)T it + kiprec(k) - (4.8)
k=1

Notice that we use the abbreviated notationx, and J, to represent the postural coordinates
and the associated Jacobian shown in (4.6) and (4.7). For thebove representation we have

used the equality 8 9 8 9
#y #p

=J E § E § 4.9

Xp = Jp: o + Jp % (4.9)

and the torque decomposition shown in (4.4).
Based on the prioritized multi-task control structures presented in (3.20) and (3.26), we
propose to control postural DOFs using the following postue control vector:
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Proposition 4.2.1  ( Posture motion control ). The following torque vector yields linear
control of postural accelerations

-1 T f 1 T .
pjit — Jpjt pjtaE)e + pjt+ ppjt pjthA (SNS) kjprec(k) (4-10)
k=1
where a[;ef is a joint feedback control policy for all postural DOFs, Jpjt , JpN; is the
prioritized posture Jacobian discussed in (3.14),
1
oit = Jpit  Ipit ; (4.12)
is a posture inertial term similar to (3.19), and oit and Py are Coriolis/centrifugal and

gravity terms with similar expressions than (3.27) and (3.3).

Proof. Because this controller is based on Corollary 3.2.1, it willyield the linear behavior
Xposture = aLef : (4.12)

O

Choosing the following aggregation of control policies

8 ref 9
8h: hip
ref _ ref .
a, = hip 3 (4.13)
ref ;
; chest
where a'¢f e and " are control policies for the di erent postural DOFs, will
h;hip’ ; hip? ; chest p p J
result in linear control of postural coordinates, i.e.
8
_ ref
%hhip = 8 hip
— qref f .
Xpostre = 85" () E.hip = The (4.14)
° _ ref
chest — : chest

For instance, for the example shown in Figure 4.2, we have usethe following joint PD
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control law 8 9 8 9

hhip hgoal(t) h-hip
a[)ef = Kp% hip goal(t) % Kv% —hip % : (4-15)

chest goal (t) ’ " —¢hest’

whereK, and K are desired proportional and di erential gain matrices. The goal positions
are determined using a 6-D haptic device connected to the piy red sphere shown in Figure
4.2.

4.2.1 Example: Posture Control to Avoid an Overhead Obstacl e

Figure 4.3: Posture control for avoiding overhead obstacle: This sequence of snap-
shots of an actual experiment illustrates the interactive @ntrol of upper-body orientations
during walking. The walking behavior is created using the pimitives described in 3.10,
while the hip's link pitch orientation is commanded to rotat e forward 45 from the vertical
axis.
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An example implementing realtime interactive control of the posture during a walking
behavior is shown in Figure 4.3. Here, walking is created usg the four phases described
in Figure 3.10. The posture is controlled based on the techmjues previously shown in
this section. To avoid colliding with the overhead obstacle the hip's pitch orientation is
commanded to rotate 45 forward with respect to the global vertical axis. Because tle
posture is controlled in the null space of tasks involved in he walking behavior, all goals
can be simultaneously accomplished at runtime.

4.3 Criteria Based Postures

A second approach to controlling the robot's posture consits on optimizing desired criteria
through gradient projection in the task's null space. Although null space control of sec-
ondary criteria has been widely used mostly in the context ofinverse kinematic control, we
will propose here a novel projection technique that will provide optimal gradient descent at
the torque level. Using this technique we will implement nowel postural control strategies
that will mimic human postural behavior and optimize actuat or performance in humanoids.

In the previous section we presented techniques to controlte position and orientation of
postural DOFs. However, it is often more convenient to detemine desired postural criteria,
and optimize it using all available movement redundancy. Ou representation of humanoids
as non- xed branching systems will allow us to characterizethe task's residual redundancy
at the whole-body level and use it to optimize the desired ctteria.

Supported by anthropomorphic bodies, humanoids are desiged to transcend conven-
tional machines. While prioritized multi task control prov ided a platform to implement
interactive locomotion and manipulation behaviors, the objective of the robot's posture is
to optimize performance criteria and mimic human behavior. The posture control strategies
we will discuss in this section will be designed to achieve s performance.

4.3.1 Imitation of Human Poses

Our goal here is to develop control strategies to mimic captued human poses (see Fig-
ure 4.4). In contrast with other approaches, our control strategy will not rely on interpo-
lating trajectories between poses. Instead we will use poseas attractor potentials.

Let us consider the two captured poses shown in Figure 4.4. QGnof the snapshots
corresponds to an upright pose while the other one correspals to a crouching pose. The
musculoskeletal data used in the capturing process has beeterived from SIMM models
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Figure 4.4. Captured human poses: Concept depicting the mapping of captured human
poses into robot poses. The above images connected with viral muscles (red lines) are
the outcome of a motion capture process of a real human standg up and crouching down.
These poses are mapped into our humanoid model to be used asuddrium poses by
our posture controller. The tags adjacent to the superimpogd images correspond to joint
positions of the captured poses.

(Delp and Loan 2000). Our hypothesis is that human-like movenent will emerge when im-
itating locally captured human poses. To avoid interfering with the robot's global task, the
desired poses will be used as attractor potentials operatig in the null space of operational
tasks.

Let us consider the control of the robot's posture to mimic a $ngle pose attractor (e.g.
the upright pose in the previous example). Captured poses & represented in terms of joint
positions by the vector gyose.
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De nition 4.3.1  (Postural criteria ). The following potential function de nes an error
function in joint space designed to imitate recorded poses

Vp(Gk) =K G Gpose K (4.16)

Here ¢, is the vector of joint coordinates for posture control andk : k? is the Euclidean
norm.

De nition 4.3.2  (Joint coordinates for posture control ). The following vector rep-
resents a subset of joint positions assigned to control pastal criteria

G O (4.17)
In turn, postural velocities are expressed as
8 9
#
b= S5 % (4.18)
T

where S, is a prede ned posture selection matrix that acts like a Jacbian.

De nition 4.3.3  ( Prioritized postural Jacobian ). The following matrix represents the
prioritized postural Jacobian with similar derivation than (3.14)

Syt = SpNi; (4.19)

where N, is the null space matrix shown in (4.3) and

Sp = SpSNsg (4.20)
is the constrained postural Jacobian with similar derivaton than (2.47).

Dynamics and Control

We rst derive the equation of motion of postural coordinates by left-multiplying (3.15) by
the term SpA 1, leading to the following equation of motion
8 9

#
&+ SpA INJ(b+ g)+ S,A 13 535_5 ;5 = SA HSNg) T it 1 (4.21)
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where we have used the equality

8 9
o = spE #:% (4.22)

and the torque decomposition given in (4.4). We seek controkolutions that yield linear
control of postural accelerations while operating in the tesk's null-space as shown in (4.5).

De nition 4.3.4  (Prioritized inverse postural inertia ). The following expression is
referred to as the prioritized inverse posture inertia

pit + Spit SpjtT; (4.23)

where s the constrained projection of A 1 shown in (2.42). In general the above inverse
inertia will not be full rank becauseq, is normally larger than the number of available DOFs
within the tasks's residual redundancy, i.e.

rank(Sp) > rank(Ny ): (4.24)

Although it does not have a strict physical meaning it will appear when fmulating control
structures as an inertial term.

Theorem 4.3.1 ( Postural criteria-based control ). The following posture control vector
will yield optimal gradient descent of postural criteria

- e Tp . -
pit = Spjt Fpit; (4.25)
where F;;; is a posture control vector with the following expression

+ +
Fot= ot b % Byt Oy ot SpA T(SNg)T ¢ (4.26)

Here (:)* is the Moore-Penrose pseudo-inverse, LEf is a control policy implementing gra-
dient descent of postural criteria, and the following vectes are Coriolis/centrigural and
gravity terms
8 9
#p
O R N IEIEE R (4.27)
Gt ()" SpA NS g (4.28)
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Proof. Based on the above control terms, (4.21) becomes
8 9
#
&+ SpA INJ(b+ g)+ SpA 3] 2,378
T

oitFeit * SpA Y(SNg)T i (4.29)

where we have used the following equality shown in Property 4.3.1)

ot = SpA H(SNs) TSt : (4.30)

Because ;. is normally not full rank, we consider its eigen-decomposibn

i
8 98 9

8 93 , 33UTz

pit = = U Un E 0 0? § UnT’E ; (4.31)
where the U matrices are eigenvectors and ; is the matrix of non-zero eigenvalues. Here,
the zero eigenvalues correspond to uncontrollable posturdirections. The number of zero
eigenvalues is equal to the number of operational coordin&s being controlled. Therefore,
the unitary matrix U, (the subscriptsr and n mean rank and null respectively) reveals the
controllable directions where the posture operates. Basedn the above eigen-decomposition
the pseudo-inverse of the posture inertia can be expressed a

+

gt = U YT (4.32)

Plugging this expression into (4.26) and using (4.25) into 4.29) we obtain the linear behavior
U’ &= (4.33)

revealing that our controller linearizes the controllable posture directions while ignoring
other directions dominated by priority tasks. To obtain the above equation we have used
+

the equality ;= U U, and the equality U U, = I. In turn, plugging 5" will
result in optimal gradient descent. O
Property 4.3.1 (Alternative expression of pjt)' The inverse posture inertia de ned

in (4.23) has the alternative expression given in (4.30).

Proof. Using the expression ofSpjt given in (4.19), the property N, = N, T shown in
(A.15), and the property (N, )? = N, shown in (A.10) the following equality holds

Shit Spt =Sp Syt (4.34)
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Using the expression ofS;, given in (4.20) and the expression of  given in (2.42) the above
expression becomes

SpSNsSNsA *(SNs) 'S, : (4.35)

Using the equality SNsSNs = Ng given in (2.44), the equality NsA 1 = A INJ given in
(2.27), and the property (Ns)? = N given in (2.26) the above expression becomes

SpA *(SNs) TSyf (4.36)

which is equal to (4.30). O

Proposition 4.3.1 (Gradient descent control law ). The following PD control law
implements postural gradient descent while providing a vetity saturation mechanism

ref _—

o = ki@ v!des (4.37)
k !
lges= 21 Vy: = min 1, ™ . 4.38
des y p v K1 dos K ( )
where  is the saturation term, ! na is the maximum allowable angular velocityr V, is
the gradient of V, with respect to gy, and k, and k, are proportional and di erential gains

respectively.

Proof. When applying this control law to (4.33), the posture will descend along the con-
trollable directions de ned by U,"r V (), achieving optimal descent within the projection
hyper-plane de ned by the directions U,. At the same time, this control law will result
in velocity saturation in the controllable directions according to the description given in
(3.43). O

4.3.2 Example 1. Upright Posture Attractor

Let us consider the control example shown in Figure 4.5 desiged to mimic an upright
posture. The only acting task besides the posture is balanceontrol. Based on the task
and posture control decomposition described in (4.4) we casider the following dual control
structure

= cogHT pjts (4.39)

where cogH is the torque term designed to control the horizontal COG as sown in Section
2.4 and |y is the posture torque structure. The upright pose shown in Fgure 4.5 corre-
sponds to the desired pose referencg,se discussed in (4.16). In our example we use all
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joint coordinates to de ne the pose, thereforeq, = g. To minimize the posture potential
we use the control law described in (4.37). The focus is now othe posture. The robot is

Figure 4.5: Upright pose attractor: In this experiment, the joint space distance to
a captured pose is minimized under gradient projection in psture space. The robot is
initially set on a crouched pose. Upon movement activation he robot's body moves upwards
to minimize the posture potential. The data graphs depict the evolution of the posture
potential towards the captured pose and the evolution of therobot's horizontal COG.

initially set on a crouched pose. Upon activating the postue controller, the body moves
upwards towards the reference pose. The posture energy is mimized within the limits
allowed by balance constraints. The minimum energy achieve is O:1rad, a value very close
to zero, since the capture pose was balanced in rst place. Uisg task and posture decom-
position we are able to maintain balance while minimizing the posture energy. The robot's
horizontal COG is maintained at the center of the feet at all times despite postural mo-
tion. The maximum error on the COG is less than Q5mm, demonstrating that the task is
completely decoupled from the posture. Posture velocity saration can be observed in the
accompanying data graphs. A value! nhax = 2rad=s has been used to saturate the angular
velocity. After reaching maximum velocity the energy decreases at a xed rate.
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4.3.3 Example 2: Upright Posture Control with Contact Task

We consider the example shown in Figure 4.6 where the robot'sight hand is commanded
to maintain contact with the pallet's jack while optimizing the robot's pose. The robot's
hand is controlled to stay at a xed location, making contact with the pallet jack. The
whole-body controller has the structure

=  cogHT handjcogh T pjts (4.40)

where nangjcogH COrresponds to hand control acting with lower priority than balance control.
The starting pose has been chosen to be o -symmetry, with theupper torso leaning to the

Figure 4.6: Upright pose under contact: Here, the robot's right hand is controlled to
maintain contact with the pallet jack while the posture imit ates the upright reference pose.
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left. Upon posture activation the robot's body moves upwards to minimize the posture
potential. Although the starting posture was non-symmetrical, the nal posture inherits
the symmetry of the reference pose. In the data graphs, we casee that both the hand
position and the COG's horizontal position remain quasi staic during movement execution
demonstrating the decoupled e ect between tasks and postus.

4.3.4 Example 3: Posture Behavior with Interactive Task

We consider the example shown Figure 4.7) based on the samentwl structure as in

(4.40). This time however, the right hand is teleoperated inrealtime to reach dierent

points around the reachable workspace. The hand moves overlarge area, approaching the
ground at t = 5s and reaching the highest position att = 12s. The posture potential is
optimized at all times minimizing the distance to the reference pose.

4.3.5 Example 4: Posture Switching To Optimize Reachable Wo rkspace

We consider the example shown in Figure 4.8 where two poseseaused as references and a
switching policy between poses is implemented. Using mulfile poses allows us to use more
e ciently the reachable workspace while maintaining higher resemblance to human poses. In
Figure 4.8 two di erent experiments are shown side by side, ne involving posture switching
and another one based on a single pose. The two reference pss®rrespond to the upright
pose an the crouching pose shown in Figure 4.4. The task cois$s on reaching the ball.
While the experiment shown on the right side of Figure 4.8 is inplemented using a single
reference pose, the experiment on the left side is implemeetl using postural switching.
This last experiment is supported by the following posture potentials,

Vpose 1=K 0 Qupright kz; (4.41)
Vpose2=K 0 Qerouching k?; (4.42)

where Qupright @nd Qcrouching Correspond to the reference poses. The controller structir is

=  cogHT handsicogH T pjt- (4.43)

The right and left hands are simultaneously controlled. The switching policy establishes
that the upright pose is used for reaching tasks below a giverheight and the crouching
pose is used otherwise. Initially the robot is standing up. The goal is to reach the ball at
ground level. When reaching down, the posture energy decrsas until the pose resembles
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Figure 4.7: Posture behavior with interactive task: These images correspond to a
task and posture control example where the robot's right har is teleoperated to di erent
points around the workspace and the posture is used to mininze the distance an upright
pose.

the upright reference, however as the movement proceeds dowards the posture energy
increases again. Att = 4s the switching threshold is reached and as a result the croudhg
pose is activated. Once more the posture energy decreasesiia e ort to imitate the new
pose.

On the right side, a similar experiment is shown based only onimitating the upright
pose, i.e. no switching policy between postures is implemésed. As a result the posture
energy increases steadily departing from the reference pes
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Figure 4.8: Posture switching:  In this example, two reference poses are used for posture
control. Pose 1 is used for upper-body reaching tasks at helifs above Q5m, and pose 2 is
used for lower-body reaching tasks.
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Figure 4.9: Human e ort:  Plot showing human gravity e ort compared against computed
null-space motion in posture space using the posture poteil given in (4.44). The observed
nal con guration, is 0 :27 radians (155 ) from the computed minimum.

4.3.6 E ort Minimization

In a recent paper we demonstrated that during reaching tasks humans distribute gravity

torgues over the various joints in a manner that is correlatel with the available torque capac-

ity at each joint (Khatib, Warren, Desapio, and Sentis 2004). Based on this observation,

and past work from the biomechanics community (Anderson andPandy 2001; Crownin-

shield and Brand 1981), we conjectured that postural motioninvolves the minimization of

a muscle e ort potential, Vp(q), with the following expression,
X gi(g)?

Vo(Q) = - Wi 5 (92

(4.44)

where g; is the gravity torque acting on joint i, g, is the muscle induced boundary torque
(upper or lower boundary depending on the sign ofg;), and w; is an arbitrary weighting
term. We validated this potential in a simulated musculoskdetal model of the human body
suggesting a robust correlation between the recorded motio and the proposed postural
potential. In Figure 4.9 we show a captured human pose with tle observed e ort valued
compared against the computed minimum using the potential finction given in (4.44). As
we can see, the nal con guration of the real and simulated human are very close in value
(0:27 radians), validating the proposed e ort potential.
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Based on these observations we have implemented gravity erd minimization for hu-
manoid posture control using similar control representatons than in previous examples. In
fact, we also use the control structure described in 4.25 to mimize e ort. However, the
reference acceleration vector Lef is now determined based on an e ort energy. We rst

characterize the vector of gravity torques as
8 9

9s(Xp; Q)
g(a) = SgXp; q) = % : % ; (4.45)
" On+e (Xpy Q)

where S is the actuation matrix given in (2.19) and g(b;g is the vector of generalized
torques described in (2.4). This selection matrix removes @mponents corresponding to
passive DOFs. Furthermore, we use the following simpli ed eort potential

NG
Vp 9@ =kg(@ k*=  g(@* (4.46)
k=1

To optimize the above potential we propose the following vebcity saturated control law

ref _

p = kvd v!des (4.47)

k !
| - 2P . — mi . max .
tdes= T qVp 9(9) ; v=min 1 KT ook (4.48)

wherer ¢V, g(q) is the gradient of the e ort energy with respect to joint coordinates.
The gradient of the above e ort potential can be further expressed using the following

decomposition

V;::](Q) _ V[;](?é)qn g((f) _ JgT(q)g(Q); (4.49)

where Jg = @@I)=@gs the Jacobian of the gravity torque vector. To determine the
gravity Jacobian we use the following numerical approximaton

rqvp 9(q =

8 g@m+ @) o) Gt ) o) )
(o1 On
Jg(a) = : : (4.50)
© On(qut 1) gn(an) On(dh+ Gn) gn(dh):
(o} On

An alternative closed form expression of the above Jacobiaran be found in (Baerlocher
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2001) and has the following expression

8 9
_ - @ @) .
Iy = G2 e, (4.51)
with o)
— =] G a): 452
@0 cog( ) (4.52)

8 9.
Here, Jcog is the Jacobian of the global COG as expressedin (2.52%=- 0 0 9:81Im=s?

is the gravity acceleration vector,8and g is éhe 3 1 unit axis of rotation (e.g. for a revolute
T

joint rotating onits y axis,ay =: 0 1 O ).

4.3.7 Example 1: E ort Minimization while Standing Up

We consider the example shown in Figure 4.10 illustrating tke proposed e ort minimization
method acting on our simulated humanoid. The simultaneous &sk and posture control
structure is expressed as

= cogHT pjts (4.53)

where cogH is the torque that controls the horizontal components of the COG and |, is
the torque that controls the proposed e ort posture according to the structures previously
discussed.

The humanoid is initially set on a crouched pose. Upon postue activation, the gradient
of the e ort potential described in (4.46) is minimized using the control law (4.47) and
based on the control structure developed in (4.25). The fobbwing control parameters are
used in our example:! nax = 2rad=s, k, = 1000, and ky = 2 k_p

In the data graph accompanying Figure 4.10 we can observe thahe posture energy
descends at a moderate speed and reaches values close to zero

4.3.8 Example 2: E ort Minimization with Interactive Task

We consider the example shown in Figure 4.11. This time, two perational tasks are con-
sidered consisting on controlling balance as well as the radi's right hand. The torque
decomposition is characterized by the structure

= cogH+ headjcogH+ handjheadjcogH+ pjt; (4-54)

where peadjcogn COrresponds to the a head orientation task subject to the baince task and
handjheadjcogH COresponds to hand control subject to balance and head corl. Posture
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Figure 4.10: E ort minimization while standing up: This experiment validates the
proposed whole-body e ort minimization technique. The podure descends the e ort po-
tential until it reaches zero value.
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Figure 4.11: E ort minimization under hand control: E ort minimization is accom-
plished in the null-space balance and hand control. The robts right hand is teleoperated
to reach di erent points around the robot's workspace.

control is achieved using the same strategy than in the prevaus example.
At t = 0 the humanoid starts from a crouched pose while the right hand is teleoperated
using the mouse. When posture control is activated, the robtis posture minimizes e ort
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energy. However, since the posture operates in the null-sga of priority tasks, both COG
and hand control are rst accomplished. The residual redundancy is therefore used to
minimize the e ort. The data graph accompanying the gure show e ort minimization
while controlling the desired priority tasks. Once more the maximum posture velocity is
! max = 2rad=s, the linear gain is k, = 1000 and the velocity gain isky, = 2 k_p

4.4 Posture Stiness Control

For tasks involving manipulation and locomotion behaviors postural movement involves
the heaviest parts of the robot's body, including the hips ard the upper torso. In case of
accidental collisions these parts can inict great damage ¢ the surrounding environment.
Two aspects of the posture motion need to be controlled to preide maximum safety. First,

joint velocities and accelerations of postural motion needto be limited below dangerous
values. Second, the posture needs to be compliant upon exteal collisions without relying

on force sensing.

Figure 4.12: Saturated joint velocities during e ort minimization: This data graph
corresponds to joint velocities during the example shown inFigure 4.10.

Posture dynamics were characterized in (4.21) and a lineazied control structure was
achieved in (4.33). We will exploit these structures to implement safety procedures.
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To limit maximum velocity and acceleration on the posture we propose using the fol
lowing multi saturation control law rst discussed in (3.47)

et = a des (4.55)
des= Kv @ v!des s a=min 1 i :Z:” ; (4.56)
|
ldes= rvi(); = min LT (4.57)
v 11! desl]

where nax and ! hax are the maximum allowable acceleration and velocity valuesespec-
tively, and 5 and  are saturation variables. When the acceleration component 4e5 reaches
a value greater or equal to mnax the controller saturates accelerations. However, because
posture control is linearized only within the controllable directions as shown in (4.33) the
saturation behavior takes only place in these directions, .E.

j! desj

UT o) ! maxe— 4.58

r 1Ol maXJJ!dele ( )

UT o max S (4.59)
ji desli

wherej:j is the vector of absolute values of the enclosed term, anjjkjj is the Euclidian norm.

Let us consider once more the example on e ort minimization siown in Figure 4.10. We
set the following saturation values,! max = 1rad=s and max = 5rad=s?. The joint velocities
for the right leg and upper body are shown in Figure 4.12. As wecan see the velocities stay
below the desired value and the accelerations are smooth. Ehhighest values correspond
to knee and hip joints.

Posture compliance is achieved by choosing low postural gas in the control law given
in (4.55). In theory, the gains can be set as low as desired sie we compensate for dynamic
e ects. In practice, we need to chose these gains to reject nueling errors. However,
when comparing to inverse kinematic control methods our chixe of gains is quite arbitrary
whereas in inverse kinematic methods gains need to be verydt. Our simulator for instance
tolerates gains as low ak, = 20Nm=rad without loosing performance.

4.4.1 Examples: Response to Force Perturbations

We consider the example shown in Figure 4.13 involving mimiking an upright pose. The
control gain k; is set to a low value, 50Nm=rad. We apply external forces on the robot's
head and on his hips. The applied linear forces are of 300 in magnitude on the direction
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pointed by the red arrows. As a result, the posture responds wth high compliance, due to

Figure 4.13: Posture stiness control: This snapshots depict an actual experiment of
posture compliance under low postural gains. The applied eernal forces are shown as red

arrows.

the low stiness gains. In fact, the whole-body behavior is @ompliant. When the applied
forces are in the horizontal direction, the upper body compies on the x direction. When
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the applied forces are in the vertical direction, the robot's legs comply downward on thez
direction.



Chapter 5

Realtime Handling of Dynamic
Constraints

We will present here reactive control methods to handle dynanic constraints in rapidly
changing environments. When integrated into high level cotrollers or motion planners,
these methods will allow robots to respond autonomously to gihamic events without inter-
rupting the global task.

In control, a key problem concerns the combined interactionof high-level controllers
with reactive methods. To execute sophisticated tasks, a glbal controller should be able to
handle both local and global constraints. In this context, the goal of reactive controllers is
to create immediate response to fast changing events whilene goal of high-level controllers
is to create a general behavioral response (emergent behavs) or to nd paths that achieve
the desired task goals (motion planning). The goal of this clapter is to present reactive
control methods to handle internal and external constraints during realtime interactions as
well as to explore the connection of reactive techniques wit high level controllers. We will
focus on control methods to handle a variety of constraints mcluding collision avoidance,
joint limit constraints, self-collision avoidance, and support constraints.

Though realtime movement generation under dynamic constrants has been thoroughly
studied in the context of mobile navigation, in humanoid sysems this problem is starting
to receive much attention. The objective of this chapter will be to develop techniques to
handle dynamic events in humanoid systems. In the near futue, coordinating reactive and
high-level controllers will allow humanoids to engage in sphisticated tasks such as operating
in tight spaces, walking among moving obstacles, and in gemal responding to a variety of
dynamic events.

101
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The methods we will describe here are aimed to support the imigmentation of high level
controllers. For instance, our reactive techniques could spport the creation of high level
behaviors that would respond autonomously to internal and eternal constraints. Moreover,
our control methods will provide the support to monitor task feasibility under all acting
constraints allowing controllers to change robot behaviorat runtime.

In the area of motion planning our control methods will provide new capabilities. Pre-
vious work in our lab concerns the development of the elasticstrip framework (Brock and
Khatib 2002), a dynamic planning method that can modify global paths in response to
dynamic events. Although in its current state the elastic strip framework works well for
mobile systems, it remains to extend it to humanoid systems Were balance stability and
supporting contacts are an integral part of the movement. The methods we will describe
here will provide the necessary support to extend elastic stps to humanoids. For instance,
our methods could be used to project candidate paths in the rbot's posture space instead
of relying on direct joint space mappings, providing suppot consistency and precise control
of COG accelerations while tracking the desired paths. We wi describe techniques that
when connected to elastic planners will allow controllers b deform candidate paths not only
in response to incoming objects but also in response to jointimits and self collisions.

With the methods we will describe here, whole-body control vill be reduced to the
planning and control of a few operational points regarding bcomotion and manipulation
tasks while balance stability, contact stance, and respons to dynamic constraints will be
automatically handled through reactive techniques. Our mahods will be based on potential
elds. For instance, collision avoidance will be implementd using repulsion elds while
joint limits avoidance will be implement using blocking att ractors. Potential elds became
popular in robotics after it was proposed by (Khatib 1986).

As part of this chapter, we will discuss the role of balance costraints. In previous
chapters, manipulation and locomotion tasks were designetb operate in the null space of
COG controllers. To handle all acting constraints, we will further project operational tasks
in the combined null space of all acting constraints, thus peventing constraint violations.
In Chapters 2 and 3 we presented control methods that providd linear control of COG
accelerations. Linear control of COG accelerations will stl be feasible in the presence of
multiple acting constraints. Whole-body motion generation under balance constraints has
been mostly studied as a planning problem (Ku ner et al. 2003 Hauser et al. 2006) or as
a purely locomotion problem (Harada et al. 2004; Kajita et al. 2003b). Our approach will
complement these methods by providing linear control of COGaccelerations in the presence
of multiple acting constraints.
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Internal constraints such as self collision and joint limit avoidance are especially relevant
when generating goal-based behaviors. Our approach to hatel self collisions will rely on
implementing repulsion elds on proximity points of nearby links, creating dual repulsion
forces on link pairs. In our current implementation, to compute e ciently distances between
link pairs we use a hierarchical sphere model (Ruspini and Kéatib 1999) and apply Gilbert's
e cient distance computation (Gilbert, Johnson, and Keert hi 1988). However, we are
currently replacing these algorithms with a more e cient li brary called SWIFT++ (Ehmann
and Lin 2000). Self collision constraints have been previasly studied in the context of
motion validation (Kanehiro and Hirukawa 2001; Ku ner et al . 2002). However, our control
approach goes further ahead by providing support to modify he robot's pose in response to
self collisions. When combined with local planners, our apmach will provide the support
to modify candidate paths in response to unplanned self-ctikion events.

To handle joint limits, our approach will consist on locking joints before they hit their
limits. Strategies to handle joint limit constraints date b ack to (Liegois 1977). With the
implementation of visual servoing techniques, joint limit prevention has recently regained
importance (Espiau, Chaumette, and Rives 1992; Marchand ad Hager 1998). Our methods
here will extend these approaches to operate in full humandi systems, exploiting the overall
system redundancy. In contrast with previous methods, our @proach will rely on enforc-
ing constraints as priority tasks while other operational tasks will operate in the residual
redundancy. This technique will prevent operational tasksfrom violating constraints and
will allow controllers to determine task feasibility under the acting constraints.

Collision constraints will be handled reactively via repulsion elds against incoming
obstacles. Avoidance techniques have been popular in the atext of path relaxation (Krogh
1984; Buckley 1986; Brock and Khatib 2002), high level reacte control (Khatib 1986;
Brooks 1986), and collision free paths (Moravec 1980; Chdt 1981; Lozano-Perez 1983;
Latombe 1991; Laumond and Jacobs 1994). Our techniques wi#nhance and complement
previous reactive and non-reactive technigues.

This chapter is organized as follows. In Section 5.1 we will éscribe a novel control
structure to handle constraints reactively. This structur e will extend our previous work
on multi-task control (see Chapter 3). In Section 5.2 we will characterized a variety of
internal and external constraints and propose technigues @ handle them in realtime. A
large number of examples will be presented throughout the capter.
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5.1 Control Structure to Handle Constraints

In this section we will develop control techniques to respod to dynamic constraints while
pursuing task goals. These techniques will be developed irhe context of operational space
control extending the whole-body control framework descrbed in previous chapters.

Humanoids are aimed at executing realtime manipulation andocomaotion tasks in com-
plex environments, possibly with a high degree of autonomy.Operating in these environ-
ments entails responding to dynamic events such as moving alacles and contact events
without interrupting the global task. For instance, to get i nto a car a humanoid needs to
handle a sequence of contact events while tracking a plannechotion; balance stability and
hip placement need to be simultaneously controlled. Theseype of control scenarios require
control structures that can synthesize highly constrained movements. Our methods will
provide this support.

We will develop new control structures that will operate with the whole-body con-
trollers developed in previous chapters. Reactive respomsto movement constraints will
be addressed as an analytical problem, without involving o ine computations. In contrast
with previous approaches, constraints will be handled as pority tasks, determining the
feasibility of other tasks and shaping the robot's postural space.

5.1.1 Constraint Prioritization

Realtime response to motion constraints has been extensilye addressed as a secondary
process. In contrast, our approach will consist on handlingmotion constraints as priority
processes and executing operational tasks in the null spaasd constrained tasks.

To illustrate our approach, let us consider the control exanple shown in Figure 5.1,
where the robot's end-e ector is commanded to move towards aarget point. When no
constraints are active, the end-e ector is controlled usirg operational space control (Khatib
1987), i.e.

‘]t-arsk Ftask; (5.1)

where is the vector of actuation torques, Fsk IS @ control force to move the end-e ector
towards the desired goal, andJssk is the end-e ector's Jacobian matrix. When the elbow
joint enters the activation zone (shown in red), we project the task in the constraint-
consistent motion manifold, decoupling the task from the castraint. At the same time, an
arti cial attraction potential is implement to prevent the elbow from penetrating further
into the activation area. The simultaneous control of constaints and operational tasks is
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Figure 5.1: Joint limits control concept: In image (a), the robot's end-e ector has been
commanded to move towards a desired goal. The red area de nes joint limit activation
zone for the elbow joint. When this area is reached (b), a conbl approach is implemented
to block the elbow joint while pursuing the goal (c). Images @) and (e) depict the attractor
potential used to block the elbow joint inside the activation area.

expressed as

_ T T .

- ‘]constraint Fconstraint + Jtaskchtasijv (5.2)
where

Jtaskjc »  Jtask N constraint (5.3)

determines a constraint-consistent projection of the ende ector task (the subscript ftaskjcg
indicates that the task is projected within the null-space o the constraint),

Nconstraint ) | J constraint Jconstraint (5-4)

is the dynamically-consistent null space matrix of the congraint Jacobian, Fconstraint IS
the vector of blocking forces (in the example a 1D joint spaceorque) and will be soon
characterized, Jeonstraint 1S the Jacobian of the violating joint (in the example it would be a
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constant matrix with zeros in non-violating joints an a one in the elbow joint), Fagjc is the
vector of task forces operating in the constraint-consistat motion manifold, and J constraint
is the dynamically consistent generalized inverse of the awstraint Jacobian (Khatib 1987).

Figure 5.2: Handling of joint limits on a humanoid: This sequence of images depicts
a robot reaching a target under joint limit constraints. In i mage (a), the robot's right
hand is commanded to move towards the drill. In image (b), a castraint handling task
is activated to prevent the right elbow to reach its hardware limit. In turn, the reaching
task is projected into the null space of the constraint. In image (c), the robot reaches the
drill while complying with the elbow constraint. When a new hand command is issued, the
elbow joint is unlocked. A separate process is used to deterime activation conditions.

When controlling full humanoids systems, the same prioritzation principles than in (5.2)
are applied. For instance, we consider the whole-body behaor illustrated in Figure 5.2,
analogous to some manipulation behaviors presented in Chader 3. The task decomposition
to execute this behavior is shown below



CHAPTER 5. REALTIME HANDLING OF DYNAMIC CONSTRAINTS 107

Task Decomposition (Reaching a Drill)

Task Primitive DOFs Control Policy  Priority level
Balance 2k vy plane) position 1
Gaze orientation 2 (? plane) position 2
Right hand control 6 hybrid 2
Whole-body posture n =number of joints position 3

Using the multitask decomposition presented in (3.30), thecontrol structure to accomplish
the above behavior is

= Jbe;lranceréﬂance + ‘]tagksjp(Z) Flasksip@) + ‘]poTsturesjp(S) Fposturesip(3) (59)
Here the subscriptsftaskjp(priority) g indicate the task name and the priority order. In
addition, the prioritized Jacobians of the above equation tave the form given in (3.14) and
the control forces have the form given in (3.26). Notice, tha gaze and hand tasks operate
with the same priority level. Therefore, they are combined nto a single macro task as
explained in (3.7) and (3.8). However, it would also be validto control these two tasks with
di erent priority levels.

As shown in Figure 5.2, when the right arm reaches full streth, the right elbow joint
enters the constraint activation zone. To prevent constrant violations, we project the entire
whole-body control structure shown above into the constrant-consistent motion manifold
while we lock violating joints according to the following control structure:

Proposition 5.1.1  ( Constraint-consistent whole-body control ). The following con-
trol structure creates whole-body behaviors and provides tarque term to handle constraints
while preventing constraint violations

T T T
Jconstraint I:constraint + Jba|ancejp(2)Fbalancejp(Z) + Jtasksjp(s) Ftasksjp(S) +

T .
‘]posturesjp(4)Fposturesjp(4) . (5-6)

Here, the subscriptsf taskjp(priority) g indicate the task name and the priority order. Notice
also that we have committed to a predetermined hierarchy whe balance tasks are controlled
with lower priority than constraint-handling tasks, operational tasks are controlled with lower
priority than balance tasks, and postural tasks are proje&d into the residual redundancy.
The control forces Feonstraint Will be used to handle the acting constraints.
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Proof. The above control structure is an extension of the multi-tak whole-body control
structure shown in Theorem 4.1.1. Therefore it provides lirear control of all prioritized
tasks. The postural term above can be used to implement task &#sed postures as shown in
Proposition 4.2.1 or criteria based postures as shown in Tharem 4.3.1. O

The above control structures will be used to handle a varietyof constraints as will be
discussed in Section 5.2.

The main goal of projecting operational tasks into the constaint consistent null space is
not only to prevent constraint violations but also to provid e the support to check behavior
feasibility under the acting constraints. Checking task feasibility allows controllers to change
behavior at runtime in response to dynamic constraints. Other methods to deal reactively
with dynamic constraints project avoidance criteria in the task's null space, failing to prevent
constraint violations during con icting scenarios.

5.1.2 Realtime Response to Dynamic Constraints

We consider here potential eld techniques to handle dyname constraints in realtime. For
example, let us analyze in more detail the joint limit behavior shown in Figure 5.2. When
the elbow joint enters the constraint activation area implement the control structure shown
in (5.6) and we apply blocking forces to stop the elbow joint nside the activation area.
To lock the joint we use attraction elds as shown in Figure 5.3. This potential can be

Figure 5.3: Constraint handling potentials: Image (a) depicts an attraction eld that is
used to lock joint limits when approaching hard limits, whil e image (b) depicts a repulsion
eld that is used to avoid obstacles or self-collisions.

expressed using the following energy function

Veonstraint = K Gelbow (1) Cblocked kz; (5.7)
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where geihow represent the joint position of the elbow joint and Qyockeq 1S the desired locked
position. Furthermore, the constraint Jacobian consists @ a simple selection matrix, i.e.

8 9
Jeonstraint =+ 0 1 O (5.8)

where a 1 is placed to select the elbow joint, i.e.
8 9
#p
Gelbow = Jconstraint E (l? : (5.9

Here #,, and g are base and joint velocities as discussed in Chapter 2. In geral, an arbi-
trary number of joint limit constraints can be handled by ext ending the previous potential
function to multiple joints.

When handling obstacles and self collisions we use repulsioelds. A repulsion eld is
illustrated on image (b) of Figure 5.3. This potential can be expressed using the following
energy function

Veonstraint = K dobstacle(t) dsafety k2; (5-10)

where dopstacle IS the distance between the obstacle and the closest point othe robot's
body and dsafety is @ desired safety distance. The quantities are de ned as ftows

dobstacle = Xrobot ~ Xobstacle; (5.11)

dobstacle .

dsatety = K safety Kd (5.12)

obstacle K

whereXonot IS the Cartesian space position of the closest point to the oktacle on the robot's
body, Xobstacle IS the position of the closest point on the obstacle, andK saety IS @ constant
gain determining a safety margin. Though we de ne the above dstances as 3D vectors,
obstacle avoidance should be a 1D task acting on the directio of the distance vector. To

map a 3D task into 1D space we manipulate the Jacobian assodid with the distance

vector, i.e. Jyopot » FEMOVING UNNecessary components, i.e.

Jconstraint = ORd Sh dI:QO Jrobot ; (5.13)

where 9Rg is a 3D rotation matrix between global frame and a frame aligred with the

distance vector, and S, is a 3 3 selection matrix that selects the components on the
normal direction. Although the constraint Jacobian has three rows, its rank is one. As
a result, when projecting constraint forces into actuation torques, only the perpendicular
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direction to the obstacle will be considered.

To respond reactively to dynamic constraints we construct onstraint handling tasks
based on the above potentials. Handling constraints is thegfore analogous to controlling
operational tasks.

The dynamically-compensated structure to control the acting constraint is

_ ref .
Feonstraint = cjs@constraint T cjs t Pejss (5.14)

wherea[:‘;fnstraint is the control policy to implement constraint potentials and will be described

in a few lines. The above controller will yield the desired Inear behavior

_ ref .
Xconstraint = @constraint - (5.15)

To implement the potentials shown in Figure 5.3 we use the velcity saturation control law
previously shown in (3.43), i.e.

ref

Aconstraint = Kv Xconstraint v Vdes ; (5.16)
K : v
Vdes = k_\[/)r Veonstraint ; v=min 1 ”V:::” ; (5.17)

5.1.3 Constraint-Consistent Task Control

Given the projection of whole-body behaviors shown in (5.6)how do we control operational
tasks and postures given the acting constraints? Since cotraints are handled via force
level tasks as shown in (5.14), they can be directly integratd into our multi-task control
framework described in (3.11) and (3.13).

Let us express the torque structure presented in (5.6) as

= constraints T balancejp(2) + tasksjp(3) + posturesjp(4); (5-18)

where each term skjpriority)  represents the prioritized torque components shown in (3.1).
Therefore, to control each prioritized task we use the prioitized operational space control
structure presented in (3.20). For instance, based on the poritized motion control struc-

ture shown in (3.26), balance under the acting constraints $ controlled using the following
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structure

+

_ T ref
balancejp?) = Jbjp2)  bjp(2) palance bip@) + Pojp2)

bip@ IbA “(SNs) T constrains 3 (5.19)

where we have used the abbreviatiori bjp(2)g = fbalancgp(2)g. This structure will accom-
plish the desired linear behavior

_ ref .
xbalance - aba|ance' (5'20)

To control balance (normally Xpaiance = XcogH, I-€. the horizontal components of the robot's
COG) we use the control coordinates shown in (2.88) and the aurol velocity and accel-
eration control laws shown in (3.47), (3.48), and (3.49). Animportant point here is that

although the overall torque control structure can change wken constraints kick in, the feed-
back control law a<'
disturbed.

Operational tasks besides balance control will be controéld using the control structure

is independent of the constraints and therefore balance wilnot be

— T ref
tasksip@) = Jtjp3)  tip@3) Btasks T tip@) T Pejp@)

( tjp(g)JtA l(SNS)T constraints balancejp(2) ; (5-21)

where we have used the abbreviatioritjp(3)g = ftaskgp(3)g. Once more, the above struc-
ture will yield linear control of operational tasks. For instance, for the example described
in Figure 5.2 where the robot's head and right hand are contrded as an aggregated task
as shown in Section 3.2.1, the above controller would resulin the linear behavior

Xgaze = Agazel (5.22)
Xhand = 8o (5.23)

which has been accomplished using the aggregated accelaoat vector, i.e.

8 ref 9

ref  _ E agaze% .

atasks - ref :
a )
hand

(5.24)
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Finally, postures will be controlled using all available mdion redundancy using the
structures presented in Proposition 4.2.1 and Theorem 4.1..

5.1.4 Task Feasibility Under Constraints

Constraint prioritization ensures that constraints are r st accomplished and tasks operate
in the constraint's redundant space. This projection provides the support to measure task
feasibility and can be used to change overall behavior in rggonse to the acting constraints.

To measure task feasibility, we propose one of the followingquantities; the condition
number of the prioritized Jacobian or the condition number of the inverse prioritized in-
ertia matrix. Considering the structure presented in (5.18 and the task control structure
presented in (5.21), task level condition numbers can be exgssed as

1

1 ‘]tasksjp(3) 1 1 tasksjp(3)
Jtasksjp(3) = tasksjp(3) i — (5'25)
1
r ‘Jtasksjp(S) I tasksjp(3)

where 1(:) and ((:) are the rst and last singular values of the enclosed term fo an r-
dimensional task. Both of these operators become singularien the task becomes infeasible
under the acting constraints.

Furthermore, balance feasibility under the acting constrants should also be studied and
monitored. This can be done by computing the condition numbes of the corresponding
balance quantities, i.e.

1

1 J

_ balancejp(2) 1 _ 1 balancejp(2)
J balancejp(2) — ' balancejp(2) ~ ! . (5.26)
2 J balancejp(2) 2 balancejp(2)

Notice, that the balance task has two degrees of freedom, casponding to the COG's
horizontal coordinates.

An advantage of using the condition number of the inverse proritized inertia over the
condition number of the prioritized Jacobian is that the former has only dimensionr r
wherer is normally a small number, while the latter has dimensionr n where n is the
number of actuated joints. However, to choose the best amonghe two we conducted the
following experiment.

An example on task feasibility using our simulated humanoidrobot Collabot is shown
in Figure 5.4. This experiment has been conducted using theask decomposition proposed
for the example of Figure 5.2. The robot's goal is to reach theed sphere without violating



CHAPTER 5. REALTIME HANDLING OF DYNAMIC CONSTRAINTS 113

Figure 5.4: Example on task feasibility: Collabot is commanded to reach the red sphere,
placed beyond the robot's reachable workspace.
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joint limits. Hardware joint limits for the elbow joint are r eached when the upper and
lower arm become aligned. The constraint activation zone isde ned 0:5 rad before the
hard limit. The controller described in (5.5) is used when nojoint limits are active and
the controller described in (5.6) is used when the constrainhactivation zone is reached. A
velocity saturation control law with maximum velocity equal to 0:2 m=s is used to control
the hand towards its goal.

The target point has been chosen in purpose to be out of reachra the behavior is not
designed to initiate walking steps. Initially, the robot's right hand starts moving towards the
goal and quickly reaches the maximum allowable velocity of @m=s. At t = 2:5s, the right
arm has reached maximum stretch and as a result a constraint &andling task is activated.
Due to the action of the constraint, both the condition number of the constrained Jacobian
Jtaskjp(s) and the condition number of the prioritized inverse inertia matrix tasll(jp(S) grow
rapidly towards in nity. We determine a cut o value for this last condition number equal
to 20, which has been empirically chosen. When this value iseached, we change the
command of the hand to stay at its current position. Notice that while the condition
numbers of the prioritized (i.e. constrained) quantities grow rapidly towards in nity, the
condition numbers of the corresponding unconstrained quatities stay within bounds. This
characteristic validates the propose condition numbers agsneasurements of task feasibility.
When the elbow joint reaches the constraint activation areaat 0:5rad a constraint handling
task is activated to block the joint 0:05rad inside. In the data graphs shown in Figure
5.4 we can observe that while the operational task is feasibl its trajectory is completely
straight (due to dynamic decoupling), and when it becomes ifieasible due to balance and
joint limit constraints it stops at its current position, se veral centimeters away from the
target. Also, notice that the COG's horizontal position remains accurately centered with
submillimeter error.

5.2 Types of Constraints and Control Approaches

In a near future, humanoids will be required to respond in redtime to a variety of dy-

namic constraints characteristic of human environments. h this section, we will discuss
our approach to handle some important motion constraints ircluding supporting contacts,
balance, joint limits, moving obstacles, and self collisios.
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5.2.1 Support Constraints

Supporting constraints were addressed in Chapter 2 assum@that the robot's feet, and
in general any other part of the robot's body used for supportare constrained by ground
contacts. In Chapter 2 it was shown that to account for contad constraints we could
formulate the following acceleration level equality constaint previously shown in (2.16)

B =0 (5.27)
#s=0: (5.28)

The impact of supporting constraint appeared rst in the generalized equation of motion
given in (2.24). When we developed multi-task control on Equation (3.20), contact con-
straints where integrated at the kinematic and dynamic levds. In particular, the Jacobian
matrices of arbitrary tasks k where modi ed to integrate the contact constraints as well as
the passive joints describing the global position and orietation of the robot's in space as
shown in (3.14).

These integration steps allowed us to project control strutures directly in the space
compliant with contact supports. As a result the proposed catrollers would automatically
assigned joint resources to accomplish the commanded aceehtions while complying with
the acting supports.

Let us study the example shown in Figure 5.5. The two sequengeshown are part of an
interactive posture behavior. Here Collabot is standing upwith its right foot laying on top
of a pedestal. The goal is to control the posture while mainténing contact constraints. To
command interactively the robot's posture we choose the fdgbwing task decomposition,

Task Decomposition (Behavior with Foot on Pedestal)

Task Primitive DOFs Control Policy Priority level
Balance 2 yplane) position 1
Gaze orientation 2 (? plane) position (goal-based) 2

Hip height 1 (z axis) position (teleoperated) 3

Hip orientation 3 position (teleoperated) 4
Chest rotation 1 (around z axis) position 5
Captured pose  ngms = humber of arm joints position 6

Here the hip's posture, which involves the control of the higs vertical height and orientation,
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Figure 5.5: Constrained behavior with foot on pedestal: These two sequences of
movement are part of an interactive posture behavior under abitrary contact constraints.
The red sphere is an interactive point that is modi ed at runt ime by an operator. Support
contacts are automatically handled as part of the control stategy
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is teleoperated in realtime by manipulating the position and orientation of the red sphere
shown in the gure. Vertical translations of the sphere will be translated into hip vertical
positions while rotations along the sphere axes will be traslated into hip rotations. The
gaze is controlled to look at a xed point in space. The torque actuation structure to
simultaneously accomplish all goals is

= balance T gazep(2) + hipHeight jp(3) + hipOri jp(4) + chestYaw|p(5) + armsPosture jp(6) 1 (5-29)

where each priority task is controlled through the prioriti zed structure presented in (3.20).

As depicted in Figure 5.5, the desired operational and posttal goals are accomplished
independently of the robot's contact stance. This capabilty has been used throughout this
dissertation to synthesize realtime behavior in a variety d contact scenarios.

5.2.2 Balance Constraints

Humanoids must keep balance using a small area de ned by theupporting feet and other
supporting contacts. The control of other operational tasks must be accomplished without
compromising balance. As such balance acts both as a task anas a constraint. As a
task, we are interested in determining whether balance can & maintained under the acting
constraints. As a constraint, we are interested in determinng whether manipulation and
locomotion tasks can be accomplished without compromisindpalance stability.

To address these issues, our approach shown earlier in thihapter has been to create
a prioritized control structure where balance acts with lower priority than internal and
external constraints while other operational tasks and posures act with lower priority than
balance, i.e.

= constraints + balancejp(2) + tasksjp(3) + posturesjp(4) (5-30)

This ordering allows controllers to monitor balance and tak feasibility under the acting
constraints. Notice that this structure was already preserted in (5.18). The control of
balance can be done using the control structure presented i(3.65).

5.2.3 Obstacle Avoidance

To provide the support to operate humanoids in human envirorments, we need to develop
control structures that can support the synthesis of avoidaace behaviors. A great deal of
work has been focused on the development of obstacle avoides techniques in the context
of both reactive and global control strategies (Maciejewsk and Klein 1985; Khatib 1986;

Latombe 1999; Brock et al. 2002; Ku ner et al. 2003).
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Figure 5.6: Obstacle avoidance concept:  When an incoming obstacle approaches the
robot's body a repulsion eld is applied to the closest point on the robot's body. As a
result, a safety distance can be enforced to avoid the obstée.

The control structures presented at the beginning of this clapter are designed to respond
quickly to incoming obstacles without interrupting the glo bal task. Incoming obstacles can
strongly shape the robot's free motion space. By implementig avoidance at the highest
level, we can measure task feasibility given constraining lostacles. To handle obstacles we
apply repulsion elds in the direction of the approaching objects as shown in Figure 5.6.
Repulsion elds can be applied to desired points on the robds body by using the control
structure described in (5.14) and the velocity saturation @ntrol law described in (5.16).

Let us consider the example shown in Figure 5.7. The only taskconsidered is balance
stability, with no manipulation or locomotion tasks. The po sture task is designed to imitate
an upright pose. The objective is to demonstrate the respore of a robot to incoming objects.
A desired safety distance is set to Bm. The same value is used as a threshold to activate an
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Figure 5.7: Example on collision avoidance: An obstacle approaches the robot's body
activating an avoidance task. The desired safety distance &s been set to 8m. The safety
distance is approximately maintained while the error in balance remains very small.

avoidance task. When the obstacle crosses this thresholdhé avoidance task is activated as
a priority task while balance and posture control tasks are pojected in the null space of the
constraint. As we can observe, the desired safety distance iapproximately maintained with

respect to the moving obstacle without a ecting COG control. Moreover, posture control is
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also projected in the constraint's residual space allowinghe robot to optimize poses while
complying with the acting constraints.

A second example is shown in Figure 5.8. This time, not only bnce stability and pos-
ture stance are actively controlled but also the robot's right hand position is controlled. Ini-
tially, an obstacle approaches the robot's head. Because #re is enough available movement
redundancy both the avoidance and the hand task can be simuéneously accomplished.
However, when the obstacle approaches the robot's right hagh, its position cannot be main-
tained. Using the feasibility indexes presented in (5.25) w can monitor this condition and
remove hand control. The data graphs accompanying the guredepict the evolution of the
condition number of the constrained task inertia. When the dostacle approaches the hand,
this condition number grows rapidly towards in nity allowi ng the controller to remove the
con icting task.

5.2.4 Joint Limit Constraints

Because the handling of joint limits was analyzed in detail & the beginning of this chapter, in
this section we will focus on two experiments involving goaloriented control under multiple
joint limit constraints.

At the beginning of this chapter we reviewed techniques to hadle elbow joint constraints
without interrupting the global task. As an extension, our approach to handle multiple joint
limits is to construct a multi-joint task with individual lo cks for the violating joints. Let us
de ne the joint position vector involving all violating joi nts, i.e.

8 9
G
G=5 5 ; (5:31)
Ok
wherei, j, k, are violating joints. We de ne an attraction potential wher e each joint is

attracted to a locking position inside their activation areas, i.e.
Vconstraint =k G QOck(i;j;k;::: ) kz; (5-32)

where each violating joint has an associated lock positiongpresented by the valuesjoci(ijik:::: )-
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Figure 5.8: Task feasibility under collision avoidance: In this sequence we depict an
obstacle approaching the robot's hand when it is controlledto stay at a xed location. As
a result, a constraint-handling task is activated, and the manipulation task is projected in
the constraint's null space. In turn, the task's condition number grows rapidly to in nity
prompting the controller to change task behavior.

The Jacobian corresponding to this multidimensional constaint is

8 9
0 1 0 0 0
0 0 1i 0 0
J S ! , 5.33
constraint O 0 0 1k 0 % ( )
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which corresponds to a selection matrix selecting componés corresponding to violating
joints. Using the control expression given in (5.14), the catrol law shown in (5.16), and
the prioritized structure shown in (5.18) we can simultaneaisly handle multiple joint limits

without interrupting the global task.

Let us study the example shown in Figure 5.9. The task consist once more on reaching
a desired position shown as a red sphere, this time placed atrgund level. Hip joint limits
in Collabot are severe to prevent collisions between its bily torso and its upper legs.
Therefore the goal at ground level cannot be reached. At = 1 s, the left hip roll joint
is reached causing the controller to lock it. However, thereis additional redundancy to
proceed with the task. At t = 2:5s the right hip pitch joint limit is reached and locked
simultaneously with the left hip roll joint. Almost, simult aneously att = 2:6 s the right
elbow joint-limit is reached. With the right hip pitch and le ft hip roll joints locked, the knees
cannot bend down. Therefore the task becomes unfeasible wdfi is immediately re ected in
the condition number of the hand's prioritized inverse inettia shown in the accompanying
data graph.

A second example is shown in Figure 5.10 where the task corngsnds to looking at a
teleoperated point (shown as a red sphere). The two operatital tasks here are to maintain
balance and to control the robot's gaze. To maintain visual ontact with the teleoperated
point the robot uses all available joint resources. When jant limits are encountered they are
locked and if there is additional movement redundancy the gae task can still be controlled.
The data graphs correspond to the sequence (a) and (b) of thegure where the robot is
commanded to look downward. The head's pitch joint is rst reached att = 1s. However,
the task proceeds until the hip pitch joint limit is reached at t = 2:7s. When the teleoperated
point is further moved towards the robot's body there is no mae available redundancy
to continue looking. As a result the looking task becomes irdasible and the controller
automatically halts the behavior.

5.2.5 Self Collision Avoidance

Self collisions are especially important in humanoid systms due to their high degree of
mobility and anthropomorphic structure. Our approach to avoid self collisions is almost
identical to avoiding obstacles. A potential eld is created to maintain a safety distance
between pairs of nearby links, i.e.

Vconstraint =k dselfcollision dsafety k2 : (5-34)
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Figure 5.9: Example involving multiple joint limit constraints: In this example,
Collabot is commanded to reach a desired point (sequence (eggnd (b)). Image (c) corre-
sponds to the same posture as shown in image (b) but from a di eent perspective. The
red semicircles indicate the joints that are locked due to jint limit constraints. When the
body achieves its maximum stretch the right elbow joint, the right hip pitch joint, and the
left hip roll joint are locked to avoid reaching hard limits. As a result, the task becomes
unfeasible and the right hand control is halted.



CHAPTER 5. REALTIME HANDLING OF DYNAMIC CONSTRAINTS 124

Figure 5.10: Example involving head orientation under joint limits: The red sphere
corresponds to a teleoperated point that the robot is commaded to look at. All available
joint resources are used to maintain sight of this point.
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This time the distance vector corresponds to closest point®n separate links, i.e.

selfcollision = Xiink(@)  Xlink(b) » (5.35)

and the safety distance has identical form than for obstacleavoidance as shown in (5.11).
Similarly to the Jacobian employed in collision avoidance bown in (5.13), we de ne the self
collision Jacobian as

Jconstraint = ORd Sn dI:QO Jdistance; (5-36)

where Jgistance iS the Jacobian associated with the previous distance vecto Once more, we
rotate the 3D Jacobian of the distance vector to a frame that s aligned with the distance
vector and we remove tangential components. Therefore, setollision avoidance is a 1D
task, thought its Jacobian has 3 rows. An example on self caiion avoidance is shown in
Figure 5.11. Here the right hand is teleoperated towards a psition where the right arm

intersects the robot's torso. A desired safety distance of &m is set between the robot's
upper arm and the torso. When the arm crosses this thresholdtie proposed self collision
avoidance task is activated. As a result the robot's torso réates counterclockwise to avoid
collision.
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Figure 5.11: Example on self collision avoidance: The robot's right hand is teleoperated
towards a position where the right arm intersects the robot's torso. The proposed self
collision avoidance task is activated and as a result the robt's torso rotates counterclockwise

to avoid collision.



Chapter 6

Whole-Body Control of
Movements in Midair

Besides realizing movements involving supporting limbs incontact with the ground, we
expect humanoids to execute actions in midair during runnirg and jumping behaviors or
while performing acrobatic tricks. The goal of this chapter is to develop control methods
to create movements in mid air. An example is shown in Figure 6L where a humanoid is
commanded to jump upwards and stretch its legs into a straddé.

Behaviors involving mid air stages are increasingly being aught, and may become an
important skill of humanoid systems. For instance, runningis needed to provide fast loco-
motion means, intercepting objects in the air could be impotant for extreme interactions,
and jumping is needed to overcome obstacles in unstructuretkerrain. More sophisticated
acrobatic behaviors may involve all sorts of movements in tle air, such as back ips, body
twists, or somersaults.

When the robot looses contact with the ground there are no reation forces acting on
the robot's feet that can provide support to control the global center of gravity. If the
robot's COG is considered as an inertial frame of referencaye can consider that its angular
momentum is preserved in a weightless space while the COG dns a parabolic trajectory.
These e ects are characteristic of free ying and free oating systems.

The study of free ying and free oating systems has receivedmuch attention since
the late 1980s with the advent of space robotics programs. Sail spacecrafts with attached
manipulators have been envisioned, developed, and teste®D@a, Kibe, and Yamagata 1996).
In this context, several control frameworks have been propsed to control free- oating and
free- ying systems in space. In (Umetami and Yoshida 1989) e notion of free oating

127
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Figure 6.1: Straddle jump: This overlayed sequence taken from an actual simulated ex-
periment shows a jumping sequence with a straddle motion. Te COG's vertical trajectory
is directly controlled in tasks space to lift the robot's body oboe the ground. Upon loosing
ground contact, a whole-body control strategy based on the rathods we will discuss in this
chapter is implemented. The feet are commanded to stretch auhorizontally in a straddle
and then to return to a landing position. Upon landing, the robot's balance can be regained.

Jacobian, a Jacobian matrix that describes the instantaneas kinematics of the robot under
conservation of momenta, was introduced and later extendedn (Nenchev, Umetami, and
Yoshida 1992). In (Papadopoulos and Dubowsky 1991) the dymaics of free- oating systems
were analyzed and torque controllers for space robots werapposed. In (Jain and Rodriguez
1993) fast algorithms for the computation of kinematic and dynamic quantities of under-
actuated systems were proposed. In (Russakov, Rock, and Kl 1995) the operational
space formulation was extended to handle closed loop constints in free- ying robots .

Other studies, have addressed the control of conventional mnipulators with passive
DOFs. In (Arai and Tachi 1991) control of robots with passive DOFs in operational space
was studied, and later extended to contact tasks (Arai and Khatib 1994).

More relevant to our work, the study of legged robots that codd run, trot, hop, even
execute somersaults was pioneered by (Raibert 1986) in the M Leg Lab. More recently,
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simulation and control of robots that can trot has been studied by (Palmer and Orin 2006).

In this chapter we will extend several of the reviewed technjues and develop a whole-
body control framework to simultaneously control multiple operational tasks as well as the
robot's posture during movements in mid air.

During movements in midair, the robot's center of gravity cannot be controlled, therefore
our whole-body control methods will be used to anticipate landing, intercept objects in the
air, and perform acrobatic tricks.

This chapter is organized as follows. In Section 6.1 we willeview the basic equations of
motion and physics of robots in free space. In Section 6.2, waill characterize task kinematic
and dynamic representations in free space and extend the opational space formulation
(Khatib 1987) to free oating systems. In Section 6.3 we will develop prioritized controllers
to control multiple tasks and postures in free space. Final, in Section 6.4 we will discuss
several examples.

6.1 Basic Equations of Motion and Physics of Free Space

While in mid air, conservation of angular momentum imposes gnamic constraints on the
robot's motion that need to be characterized to develop whot-body controllers.

6.1.1 Joint Space Dynamics

We consider the jumping example shown in Figure 6.1. The basposition and orientation
and the associated velocities are characterized by vectors

8 9 8 9
=5 U3 =3 6.)
'p

" Xpyr'

as shown in (2.1) and (2.2). The dynamic behavior of the robotn free space is characterized
by the following equation of motion equivalent to (2.4) but with no reaction forces

8 9

Ag#b§+b+g:ST ; (6.2)

'y
whereqis the vector of joint coordinates, S is the actuation matrix shown in (2.19), and is
the n 1 vector of actuation torques. Moreover,A, b, and g correspond to the inertia matrix,
Coriolis/centrigural forces, and gravity forces of the free oating system respectively. It is
also convenient to characterize the dynamic behavior of actated joints with respect to
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actuation torques which can be obtained by left-multiplying the above equation of motion
by the transpose of the dynamically weighted generalized iverse ofS, de ned further below.

De nition 6.1.1  (Free oating inertia matrix ). The following matrix determines the
inertial behavior of actuated joints

1
A, SA 1sT (6.3)

This matrix was rst characterized in (Xu and Kanade 1992) and (Yoshida 1994) under
the name of generalized inertia matrix.

Lemma 6.1.1 (Dynamically consistent generalized inverse of S). A generalized
inverse of S that projects the equation of motion shown in (6.2) into actwated space is the
dynamically weighted generalized inverse d8 with weight equal toA 1, i.e.

S, A 1STA: (6.4)

Proof. Left multiplying (6.2) by the transpose of the above expres#on leads to the following
reduced equation of motion
Aeg+b+g = ; (6.5)

where A is the free oating inertia shown in (6.3), and

b =5"b; (6.6)
g (6.7)

Q
I
0l

are Coriolis/centrifugal and gravity terms respectively. Here we have used the equalities
8 9

8 9
q= SE?E qzsgib?: (6.8)

Because this equation of motion characterizes the dynamic éhavior of actuated joints with
respect to actuation torques,S corresponds to the dynamically consistent generalized irarse
of S. O
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Property 6.1.1 (Commutation of SS with respectto A 1). The following equalities
hold,

SSA 1sTST= A 1sTST =Ssa L. (6.9)
Proof. Using the expression ofS given in (6.4) and the expression ofA given in (6.3) we
can write the following equations

SSA 1STST=A 1STA (A ) 'ASA 1= A 1STASA 1=A 1STS":  (6.10)
The reciprocal can be demonstrated following similar steps O

Let us also consider the following block decomposition of dyamic quantities,
8 9 8 9 8 9
App A
A= § bb brg b= EEOE . g= Egbg ; (6.11)
: T h T g

rb Arr’

where the subscripts containingb and r indicate passive and active (i.e. base and robot)
components, and the mixed subscripts correspond to coupligjn components.

Property 6.1.2 (Alternative expressions of free oating quantities ). The following
expressions are equivalent to the dynamic quantities showin Equations (6.3), (6.6), and
(6.7)

A =Ar  ApA A (6.12)
b=Db ApA,b (6.13)
g =0 ArbAbblgb : (6.14)

Proof. The expression ofA will be demonstrated in (6.32). Using the expression oB given
in (6.1.2) it is straightforward to demonstrate the expressons ofb and g . O

6.1.2 Analysis of the System's Momentum

Characterizing the robot's momentum in free space will reval dependencies between base
and joint displacements. These kinematic dependencies Wilater be used to develop oper-
ational space controllers for movements in mid air. To studythe system's momentum let
us consider its Euler-Lagrangian representation, i.e.

dg@% @K P _ g7 . (6.15)
Mgty 5003
"¢ T @q
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where K and U correspond to kinetic and potential energy values respectely. To match
dimensions, the vector of base positions and orientationxy~is assumed to be expressed
using Cartesian space positions and Euler angles. The kiniet energy of the system can be
expressed in terms of the system's inertia as follows

8 9, 8 9
K= LE%E A EF. (6.16)
2 q’ S q

This allows us to split (6.15) into passive and actuated terns, i.e.

d@K @ U _

at @% G 0; (6.17)
d@K @ u)_

X & a0 : (6.18)

Since the inertia matrix A is independent of the robot's position and orientation in space, the
partial derivative of the kinetic energy with respect to %, is equal to zero , i.e. @K=@&, = 0.
On the other hand, the robot's potential energy U is due to gravitational forces. The
partial derivative of U with respect to %, corresponds to the rst six components (the base
components) of the gravity term g shown in (6.11), i.e.

@u

& (6.19)

O =

Developing the robot's kinetic energy given in (6.16) we obain the equality K =

#bTAbb#b + qT Ap#p + #bTAbrq+ gArr g, which allows us to further transform (6.17) into
the equality

d Ap#p+ Aprd
i '™~ + g,=0: (6.20)

Integrating this equation reveals the system’'s momentum, ie.
VA t
Apttp+ Aprd+  Opd = Linitial (6.21)
0

whereLinitia IS the initial angular momentum. The above expression allovg us to write the
following dependency between base and joint velocities
z t
#Hy = AbblAbr(l"' Ab|01|—initial Abbl o Ood : (6.22)
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6.1.3 Constrained Kinematics

The previous dependency between base and joint velocitiesillvallow us to represent kine-
matic behavior of arbitrary points on the robot's body as a function of joint velocities.
These representations will be used to develop operationalpsice controllers as well as to
develop strategies to measure task feasibility under actuar commands. For an arbitrary
point x on the robot's body, we consider the following velocity repesentation

8
=] E#bg (6.23)

where J is the full task Jacobian. The following expression ofJ reveals the contribution
from the passive chain (the virtual joints describing the movement of the base) and the

actuated joints 8

9
J=1\, Jr ; ?' p:“? R (6.24)

where V,, is a transformation matrix which maps angular movement of the base to linear
velocities at the task point (see discussion on macro/mini guctures in Khatib 2004), J;
corresponds to displacements of actuated joints of the robiowith respect to its base, ppx
corresponds to the distance vector between the task point ath the robot's base, gy« is the
cross product operator associated with the position vector

By replacing #, in (6.23) by the constrained term of (6.22), we reveal the depndency
of task velocities with joint velocities, i.e.

8 L 9 8 . 9
X = J_§ Ablebr§ q+ J _EAbb L initial . bb Ogbd § (6.25)

Using the decomposition given in (6.24) we can further exprss the above velocity as
=J d+ Xbias; (6.26)

where
J I VA An (6.27)

is referred to as the free oating Jacobian (Umetami and Yoshda 1989; Papadopoulos
and Dubowsky 1991) and will be further characterized belowand Xpias corresponds to the
rightmost term of (6.25).
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Lemma 6.1.2 (Free oating Jacobian ). The following expression is equivalent to the
free oating Jacobian given in (6.27)

J =JS; (6.28)

where

: (6.29)

is an alternative expression of the dynamically weighted geralized inverse of the selection
matrix S shown in (6.4).

Proof. Let us rst proof that (6.29) is equal to (6.4). The inverse of the block expression of
A shown in (6.11) can be written in terms of Schur complements Kailath et al. 2000) as

8 9
1 Abbl | + AbrP 1ArbAbb1 AbbAbrP !
A *= ; (6.30)
' P ApA,, Pt
where
P, Ar  ApA  Au (6.31)
is the Schur complement ofAp,. As we can see
1
A = SA ST =p; (6.32)
and therefore 8 . 9 8 L 9
1
S, A ISTA =5 AbbPATP 2p-3 AbIbAbe ; (6.33)
O
Lemma 6.1.3 (Dynamically consistent generalized inverse of J ). The following
expression is a dynamically consistent generalized inveesof J
J, A)WIT (6.34)
where
194 T L
, J(A) I (6.35)

is a projection in task space of the inverse free oating inetia (A ) 1.



CHAPTER 6. WHOLE-BODY CONTROL OF MOVEMENTS IN MIDAIR 135

Proof. BecauseJ will give us the correspondence between task torques and aglerations
as we will be show in (6.37) and it will also de ne the task's nul space behavior as we
will show in (6.45), we will refer to it as the dynamically consistent generalized inverse of
J. O

The above kinematic representations will allow us to develp operational space con-
trollers for free space behaviors and to monitor task feasitity at runtime by studying the
singular values ofJ . The singularities of J will be very di erent from the singularities of
the full Jacobian because the full Jacobian re ects the contibutions from both passive and
active DOFs. On the other hand the free oating Jacobian re ects the dependency of the
active DOFs on the passive DOFs.

6.2 Operational Space Control

Humanoids should be able to perform a variety of highly skiled tasks in mid air, such
as intercepting objects, jumping, or performing acrobatic movements. Our approach to
tackle these issues is once more to design whole-body conitess that can simultaneously
control multiple operational tasks as well as the robot's pasture while characterizing the
conservation of the system's momentum.

6.2.1 Task Dynamics and Control

We consider an arbitrary task point x describing the coordinates of a desired part of the
robot's body with the velocity representation given in (6.23). We can characterize the
task's dynamic behavior in free space by left-multiplying (6.2) by the term JA 1, yielding
the following task space equation

8 9

158 | ga b+ g)= JA IST : (6.36)
®

8 9 8 9
#
where we have used the equalitix= J g#bg + J_E bg .
s -
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Lemma 6.2.1 (Task dynamic behavior in free space ). The following equation of
motion describes the behavior of the task in free space due &otuation torques

X+ +p =17 T (6.37)

where is the inertial quantity de ned in (6.35) and
., JA b lqg (6.38)
p, JA'g (6.39)

are Coriolis/centrifugal and gravity terms.

Proof. The above equation of motion can be obtained by left-multiplying (6.36) by ,
using the following alternative expression ofJ T

J = 1A ST (6.40)

This last expression can be demonstrated by using the expre®on of J given in (6.34),
the expression of A given in (6.3), the expression ofJ given in (6.28), the property
SSA 1= A 1STST shown in (6.9), and the property of generalized inverse§SS= S. [

Theorem 6.2.1 (Operational space motion control ). The following torque vector
yields linear control of task accelerations during free odaing movements

=J7T a+ +p (6.41)

Here a™®" is a desired control policy in acceleration space.

Proof. Plugging the above expression in (6.37) and using the equdyi J J = | yields the
desired linear behavior

x=a®: (6.42)

O

Residual Task Redundancy

To complete the proposed operational space formulation fofree- ying behaviors let us char-
acterize the task's residual redundancy. The task's redundnt behavior can be characterized
in torque space by adding an additional term with null e ect on the task
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Theorem 6.2.2 (Whole-body control structure in free space ). The following con-
trol structure provides linear control of task acceleratims and de nes the task's residual
movement redundancy

=JTF+N T g (6.43)

Here,
F, a+ +p (6.44)

is a force level control vector appearing in (6.41),N is the null space matrix ofJ and g
is an arbitrary torque vector acting in the null space.

Proof. While the term J TF provides linear control of task accelerations as discusseith
Theorem 6.2.1, the above null space term provides no coupline ects between null space
torques and task space accelerations as we will show next. tarn, the vector ¢ can be used
to control the robot's postural behavior or additional operational tasks without interfering
with the primary task. O

Corollary 6.2.1 (Dynamically consistent null space matrix in free space ). The
following null space matrix projects secondary control crieria into null task accelerations

N, 1 JJ: (6.45)

Proof. Plugging the above expression into (6.43) and the resultingexpression into (6.37)
yields the desired cancelation of terms. O

6.2.2 Task Feasibility

In Chapter 2 we studied task feasibility under supporting canstraints. During free oating
movements the robot is not in contact with the ground, howeve the laws of physics impose
that the robot's momentum is conserved imposing constraing in the overall movement.
Therefore, task feasibility during free oating behaviors can be determined by studying
the impact of momentum conservation into the task. Because w have characterized the
kinematic and dynamic quantities of the robot in free spacewe can measure task feasibility
using the condition number of the free oating Jacobian J or the condition number of
the inverse free oating inertia . In contrast, task feasibility cannot be measured using
the full Jacobian or the full inertia, because they do not re ect the impact of momentum
conservation. In particular will become singular when arbitrary actuation torques yield
zero task accelerations, whileJ will become singular when task velocities cannot take
arbitrary values.
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Figure 6.2: Task feasibility in free space: The snapshots (a), (b), and (c) depict a
jumping behavior where positioning the legs forward become infeasible. When the robot
goes in free ying mode, the feet are controlled in cartesiarspace to stretch forward. When
the legs reach full stretch the task becomes unfeasible. Theondition numbers of the free
oating (constrained) Jacobian and the inverse inertia re ect the singular behavior. The
condition number of the full (unconstrained) Jacobian and inverse inertia are also shown
for comparison. Their value remain within bounds.

The condition numbers of the free oating Jacobian and inverse inertia for anr dimensional
task are shown below

1(J ). ().
r(J)’ ()
When the task becomes infeasible these condition numbers gw to in nity, giving us valu-
able information to monitor task feasibility and the support to modify behavior during
con icting scenarios.

(), (), (6.46)
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An example demonstrating task feasibility is shown in Figure 6.2. Here, a simulated
jumping behavior is created and controlled using the propoed operational space control
structures. When the robot looses contact with the ground the feet are commanded to
stretch forward to an unreachable position. When the legs rach the maximum stretch the
task becomes infeasible. Monitoring task feasibility allevs us to handle con icting scenarios
at runtime.

6.3 Prioritized Multi-Task Control

As in ground based movements, free space behaviors requirbd simultaneous coordination
of multiple operational tasks and postures. An example is sbhwn in Figure 6.3 where a

Figure 6.3: Multi task free oating behavior: This sequence depicts a control scenario
involving hitting a ball in mid air. Multiple tasks need to be simultaneously controlled in
the air to accomplish the desired action.
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hitting task in mid air has been implemented controlling the tasks shown in Table 6.1.
Here, feet position and orientation are controlled in prepaation for landing, the robot's
right hand is controlled to intercept the ball in mid air, joi nt limits are monitored and if
approached they locked, etc.

The goal of this section is to develop whole-body control stactures that can handle
multiple tasks during free ying behaviors. Handling simultaneously operational tasks,
constraints, and postures will be once more our objective. @ decouple high priority tasks
from lower priority tasks and to monitor task feasibility we will implement a prioritized
control strategy as we did in Chapter 3.

Task Decomposition (Volleyball Hit)

Task Primitive Coordinates DOFs Control Policy
Joint Limits joint positions variable locking attractor
Feet position and orientation of feet 6 2 feet position

Right Hand position and orientation of hand 6 position

Gaze head orientation 2 ( plane) position
Posture joint coordinates n = NumJoints optimal criterion

Table 6.1: Volleyball task decomposition.

6.3.1 Representations and control structures

In Table 6.2 we illustrate our choice of priorities for the previous volleyball hitting behavior.
This selection is determined according to the relative impotance of each task. Joint limit
control is the highest priority task because it prevents danaging the robot's body. Feet
control is next because it determines landing stability. Head orientation follows because
the robot's vision system needs to track the ball before it ca hit it. Hand position and
orientation control has been broken down into two parts with position control taking higher
priority than orientation control since the former is more r elevant for hitting. The posture
has the lowest priority to access the available residual redndancy.
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Task Hierarchy (Volleyball Hit)

Task Primitive Priority Level

Joint limit lock 1
Feet position and orientation
Head orientation

Hand position

o N w N

Hand orientation

Posture (captured pose) 6

Table 6.2: Task hierarchy.

Constrained Kinematics

The full kinematic representation of an arbitrary task point k is

8 9
X, = 5 XkPg . (6.47)
" Xkr!

where Xy, is a position representation of the task point andxy is an orientation represen-
tation. The instantaneous kinematics of arbitrary task points is expressed in terms of base
and joint velocities as 8 9
xi= 3 ETE (6.48)
T q
where Jyi is the task Jacobian in task coordinates and#, and g are base and joint velocities
respectively. Similarly to (6.26) we can represent arbitray task velocities in free space as

Xk = Jd + Xk;bias (6.49)

where
Ji v Jkr Vk;bAbblAbr: g 9(6.50)
Here Xi.bias i @ generalization of the bias term given in (6.26) andly = - Vip Jiyr: is @

generalization of (6.24).
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De nition 6.3.1  (Free oating Jacobian of arbitrary points ). The following kine-
matic representation is a generalization of the free oating Jacobian shown in (6.28)

J = XS (6.51)

Prioritization

Like in Chapter 3, we will develop here control structures baed on null space projections.
Similarly to (3.11) we propose to use the following prioritized control structure to control

multiple tasks
X
= 1t djprec) T T Njprec(N) = kjprec(k) » (6.52)
k=1

where the subscriptkjprec(k) is used to indicate that the k-th task operates in the null
space of all higher priority tasks.

De nition 6.3.2  ( Prioritized torques ). The following expression determines the pro-
jection of lower priority tasks into the null space of higherpriority tasks

kiprec(k) + Nprecgy K (6.53)

where N ye¢(k) IS the combined null space of all higher priority tasks (i.e.all preceding tasks)
to the k-th level.

Once more, we will be able to formulate a general operationaspace control structure
that will take the form

= J;TFp + szIFZjl + ot JNijrec(N)FijreC(N) ; (6.54)

where the matricesJ .., correspond to prioritized task Jacobians as will be de ned n
(6.55), and the vectors Fyjpreck) COrrespond to control forces to control thek-th priority

task.

De nition 6.3.3  ( Prioritized Jacobian ). The following prioritized Jacobian is assaoci-
ated with the k-th priority task

JkipfeC(k) ' ‘]kNprec(k); (6.55)

where J, is the constrained Jacobian associated with thé-th task as shown in (6.51) and

Nprec(k) is the prioritizing null space of all preceding tasks and wilbe characterized in (6.69).
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Task Dynamics and Control

We can derived task dynamics by left-multiplying (6.2) by the term J A 1, whereJy is the
full Jacobian of the k-th operational task yielding the following equation of motion

8 9
E#bé 1 1eT X
Xk ‘lk ; + A S(b+g)= JA °S kjprec(k) * ijprec(i) - (6.56)
€ (i> 0)" (i6 k)
Here we have used the equality
8 9 8 9
#
Xg = Jkg bé + i E #bg (6.57)
T o

and we have decomposed the actuation torques into torques lalcated to control the k-th
operational task and torques allocated to control all otheroperational tasks, i.e.
!
X X
ijprec(i) = kiprec(k) + ijprec(i) (6.58)

i=1 (i> 0)" (i6 k)
De nition 6.3.4  ( Prioritized inertia ). The following term is referred to as the priori-
tized inertia of the k-th priority task

1
kiprec(k) + Jkjprecty A ) igpreci (6.59)

Theorem 6.3.1 ( Prioritized operational space motion control ). The following con-
trol vector yields linear control of accelerations for the k-th prioritized task

kiprec(k) = ‘kagrec(k) Fkiprec(k)s (6.60)

where jprec(ky 1S the k-th component of the prioritized torque control structure $iown in
(6.52), kaprec(k) is the prioritized Jacobian for the k-th task point discussed in (6.55), and
Frjprec(k) IS @ vector of control forces that will be discussed in a fewres.
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Proof. Based on the above control term, (6.56) becomes
8 9
#b 1
Xk J—ké f + JA b+ g) = kjprec(k)  Fkjprec(k) ™

X
JA 1sT ijprec(i); (6.61)
(i> 0)" (i6 k)

where the term ... IS the inertial term de ned in (6.59) whose inverse maps prigitized
forces into task accelerations and ful Il the following equality which can be demonstrated
in a similar way than we did in Property 3.2.1

1
kprecty = KA ST Iyibrecrh (6.62)

Under normal conditions kjprec(k) is full rank, and therefore the vector Fyjprecky Yields

linear control of task accelerations and forces. O

Corollary 6.3.1  ( Prioritized motion control ). The following control vector yields lin-
ear control of task accelerations

1
f 1T .
*t kjprec(k) T Pkjprec(k) kjprec(k) kA 7S ijprec(i)- (6.63)
i=1

re
ijprec(k) ’ kjprec(k)ak
Here Fyjprec(k) is the control force shown in (6.60), arkEf is an acceleration-level control policy
for the k-th priority task, and the remaining dynamic quantities for the above equation have
the following expressions,
8

9
#o3
Kjiprec(k) *  kjprec(k) IkA b kjprec(k)J-k,§ q_'é : (6.64)

Pujprec(k) +  kjprec(y JkA 10 (6.65)
Proof. It is straightforward to verify that using the above expressions in (6.61) will yield

the linear behavior
x = af (6.66)

O
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Corollary 6.3.2 (Prioritized multi-task control structure ). The following control
structure yields linear control of accelerations of a set ofN prioritized tasks

X
= JTF1 o+ Jy0Fan t + Iyfoecny Fjpreen) = Jijpreci Fiiprec(: (6-67)
k=1
Proof. Using (6.60) we can further express (6.52) as the above aggyation of prioritized
operational space control structures. O

Recursive Redundancy

Null space projections impose that lower priority tasks do rot introduce acceleration and
force components in higher priority tasks. Given Equation 6.56) this is equivalent to the
following condition

8i preck) JiA 'STN Iy =0: (6.68)

Similarly than we did in Corollary 3.2.5 and without going into detail the following
corollary de nes the recursive null space expression

Corollary 6.3.3 (Compact expression of Nprec(k)). The null space matrix that ful lls
the above set of constraints can be expressed using the faling compact expression
K1
| J,
i=1

N (6.69)

prec(k) = ijprec(i) Jijprec(i)

Proof. The proof for this expression is analogous to the proofs usetbr Corollaries 3.2.3
and 3.2.5. O

Corollary 6.3.4 (Dynamically consistent generalized inverse of kaprec(k)). The

following expression is the dynamically consistent geneliaed inverse okajprec(k)

‘J_kjprec(k)v (A) 1‘]kj-£rec(k) kjprec(k): (6'70)

Proof. The proof for the above expression is analogous to that givefor Corollary 3.2.4. O

6.3.2 Task Feasibility

The constrained Jacobiand,; ..., given in (6.55) or the constrained inertia matrix ;.
given in (6.59), re ect the impact of momenta conservation and prioritization and can be
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used to determine the feasibility of the operating tasks. Tostudy task feasibility we study
their condition numbers, i.e.

1 ‘kaprec(k) 1 Kjprec(k)
I, , el | , — P2 (67
jprec(k) kjprec(k)
r kaprec(k) r kjprec(k)

where (i) represents the condition number and ;(:) represents thei-th singular value of
the enclosed matrix.

6.3.3 Posture Dynamics and Control

During free ying behaviors the posture plays an important role in determining the overall
movement behavior. For instance, the posture determines lading stability or the optimal
orientation of the body during jumping and running behaviors. Posture control structures
for free space will be very similar to those of Chapter 4. In fat, whole-body control is
characterized once more using the prioritized expressionigen in Once more, the whole-
body control structure for free space movements will have tlie same form than in Theorem
4.1.1.

Theorem 6.3.2 (Whole-body prioritized control structure ). The following control
structure for free space behaviors provides linear controbf N prioritized tasks and de nes
the postural space of motion

XN
‘]kjgrec(k)ijprec(k) + Ny T posture ; (6.72)
k=1
where,
X
Ne oo I precti) Jjprec(k) (6.73)
k=1

is the null-space of all prioritized tasks and can be derivedsing the recursive expression
presented in (6.69). Here, N, signi es the null space of all priority tasks.

Proof. The proof is analogous to that of Theorem 4.1.1. O
Once more, we will use the more compact notation
X

kipreck) ¥ pit = t ¥+ pits (6.74)
k=1
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where
pjt 1 Nt T posture (6-75)

are torques operating in the task's residual redundancy andwill be used to control the
robot's posture.

Task Based Postures

Here the objective is to control the position of postural DOFs as we described in Section
4.2 of Chapter 4. Postural dynamic behavior can be obtained ¥ left-multiplying (6.2) by
the term JpA 1 where J, is the full Jacobian of the posture,

8 9

#y X
Xp JH@.E f + JpA Hb+ g = JpA ST i+ kiprec(k) (6.76)
k=1

wherex, is a set of postural DOFs andJ,, is the associated Jacobian and we have used the
torque decomposition given in (6.74).

Proposition 6.3.1  ( Posture motion control ). The following torque vector for free space
behaviors yields linear control of postural accelerations

X
— T f 1eT .

ot = Jpit pie@ topitt Pt piedpA S kiprec(k) (6.77)

k=1
where a" is a joint feedback control policy for all postural DOFs, Joit + JpNg s the

prioritized posture Jacobian discussed in (6.55),
— 1 T 1.

it = Jpt(A ) g (6.78)

is a posture inertial term similar to (6.59), and it and Py¢ are Coriolis/centrifugal and
gravity terms with similar expressions than (6.64) and (6.%).

Proof. Because this controller is based on Corollary 6.3.1, it willyield the linear behavior
Xposture = a[)ef : (6.79)

O
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Criteria based postures

To optimize postural criteria we rst characterized the dyn amic behavior in joint space.
Here, the posture coordinates are equal to all joint coordiates. For a setq, of postural
coordinates as described in De nition 4.3.2, posture dynarits can be obtained by left-
multiplying (6.2) by the term SpA 1 where Sp is the posture selection matrix, yielding the
following joint space equation of motion
X
&+ SpA H(b+ g)= SpA ST et Kiprec(k) - (6.80)
k=1

De nition 6.3.5  ( Prioritized postural Jacobian ). The following matrix represents the
prioritized postural Jacobian with similar derivation than (6.55)

Spit = SpN¢; (6.81)
where N, is the null space matrix shown in (6.73) and
S, = SpS (6.82)

is the constrained postural Jacobian with similar derivaton than (2.47).

De nition 6.3.6  (Prioritized inverse postural inertia ). The following expression is
referred to as the prioritized inverse posture inertia

ot Spit(A) TSyl (6.83)

In general the above inverse inertia will not be full rank bexuse g, is normally larger than
the number of available DOFs within the tasks's residual rathdancy.

Theorem 6.3.3 ( Postural criteria-based control ). The following posture control vector
for free space behaviors will yield optimal gradient desceérof postural criteria
— T .
pit = Spit Fpit; (6.84)

where F;; is a posture control vector with the following expression

+ +
Foit = pt p * By G ot SpA ST ¢ (6.85)
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Here (:)* is the Moore-Penrose pseudo-inverse, {f’f is a control policy implementing gra-

dient descent of postural criteria, and the following vectes are Coriolis/centrigural and
gravity terms

byt » (o) SpA Tb; (6.86)
Gt - ()" SpA o (6.87)

Proof. The proof for the above theorem is analogous to the proof for ieorem 4.3.1 of
Chapter 4 and therefore will yield the desired linear behavor in the controllable posture
directions, i.e.

U’ = (6.88)

where U, is the basis of controllable directions in posture space andre determined through
the following eigen-decomposition

+

gt = U YT (6.89)

O

Proposition 6.3.2 (Gradient descent control law ). The following PD control law
implements postural gradient descent while providing a vetity saturation mechanism
Lef = kv g v! des (6.90)

k ) !
ges= o Vp v = min 1 kI”‘an : (6.91)
v - des

where  is the saturation term, ! na is the maximum allowable angular velocityr V, is
the gradient of V, with respect to gy, and k, and k, are proportional and di erential gains
respectively.

Proof. The proof of the above proposition is analogous to that of Prposition 4.3.1. O
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6.4 Examples

6.4.1 Forward Jumping

We study the jumping behavior shown in Figure 6.4. To create his behavior we sequence a
collection of states corresponding to whole-body movemest Sequencing of movements is a
topic that will be discussed in the next chapter. A jumping behavior results from sequencing

Figure 6.4: Forward jumping behavior: These superimposed shapshots are taken from
an experiment on jumping. During the free ying phase, the whole-body controller proposed
in this chapter is implemented.

ground level movements and free space movements. When thelyot is in contact with the
ground, reaction forces are used to provide balance stabili and to push the body upwards.
To control ground-based movements we use the whole-body ctwol structure given in (5.30)
of the previous chapter. The task decomposition associateavith ground phases is shown
in the following table,
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Task Decomposition (Vertical Jump): Ground-Based Phases

Task Primitive Coordinates DOFs Priority  Control Policy
Joint Limits joint positions variable 1 locking attractor
COG Vertical COG(2) 1 2 trajectory

COG Horizontal COG(x;y) 2 3 position

Head head orientation 2 (? plane) 4 position
Upright posture  hip orientation 2 5 position

Joint posture joint coordinates n = NumJoints 6 optimal criterion

This set of tasks is used to create movements involving croining down and accelerating
the body upwards. To move the robot to a crouching pose the gdaof the COG's vertical

position is set to a predetermined value close to the groundin our case 05m. To jump

forward, we command the COG to track an inclined trajectory at a speed equal to 1.7m=s
with an elevation angle equal to 75 with respect to the ground plane. An upright posture
is implemented to keep the upper body vertical. On the other fand, in the free oating

phase we implement the following set of tasks

Task Decomposition (Vertical Jump): Free Floating Phases

Task Primitive  Coordinates DOFs Priority  Control Policy
Feet pos/ori 6 2 feet 1 position

Head head orientation 2 (? plane) 2 position
Upright posture hip orientation 2 3 position

Joint posture joint coordinates n = NumJoints 4 optimal criterion

Here the main task is to maintain the orientation of the feet horizontal to the ground and
to move the feet forward to gain stability upon landing. Alth ough the position of the feet
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should depend on the estimated reaction forces upon landingnd on the COG's trajectory
in midair, here we choose them empirically. The above set ofasks is executed using the
whole-body control structure for free space movements desbed in (6.72).

Losing ground

contac\ ‘—1 Stabilizing

t

Bending down

/ Landing

Extending
knees » Free floating phase
Figure 6.5: Torques values during jumping: Torque values corresponding to the robot's

right leg during forward jumping.

The overall jumping behavior occurs by sequencing ve di erent phases: (1) crouching
down, (2) accelerating upwards, (3) releasing the body intahe air (4) preparing for landing,
and (5) gaining stability upon landing. Phases (1), (2) and () are ground based phases
and phases (3) and (4) are free oating phases. The events thatrigger each phase are
the following. Phase (2) starts when the crouching down pogion is reached. Phase (3) is
triggered when the feet loose ground contact. Phase (4) is iggered when the body starts to
fall towards the ground. Phase (5) starts when the feet touchdown. The resulting jumping
height (i.e. the COG's maximum height) achieved using the pevious sequence and COG
trajectory is 0:35m above the ground while the resulting jumping length is apprximately
0:5m.

Torque values during the above jumping behavior are shown irFigure 6.5. The highest
torque values occur on the knees reaching peak values of motigan 700Nm. Peak values
for the ankle pitch joints are 200N m corresponding to the period when the body accelerates
upwards. The hip's pitch joint reaches peak torques around Q0N m upon landing.
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6.4.2 Kick in Mid Air

A similar jumping behavior is shown in Figure 6.6, but this time the robot's right foot
is commanded to kick forward in midair. This action can be acheved by sequencing the
same movements than in forward jumping but commanding the rdbot's right foot to move
forward 0:2m in mid air.

Figure 6.6: Jumping forward with kick: This forward jumping behavior involves kicking
in midair. The foot's kicking position is provided at runtim e with no previous trajectories
precomputed.

6.4.3 Twist'N'Jump

A third jumping behavior is shown in Figure 6.7, where the robot's upper body is com-
manded to spin horizontally to create a twisting reaction moment. While accelerating the
body upwards, the chest's yaw joint is accelerated countedockwise. The set of tasks to
twist the chest during the phase corresponding to accelera the body upwards is
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Figure 6.7: Twist 'n' jump behavior:
with an additional spin of the chest to create a twisting movement.

154

This behavior is similar to a vertical jump but

Task Decomposition (Twist 'N' Jump): Accelerating Body Upvards

Task Primitive Coordinates DOFs Priority  Control Policy
Joint Limits joint positions variable 1 locking attractor
COG Vertical COG(2) 1 2 trajectory
COG Horizontal COG(x;y) 2 3 position

Head head orientation 2 (? plane) 4 position
Upright posture  hip ori 2 5 position

Twist posture chest joint 1 6 position

Joint posture joint coordinates n = NumJoints 7 captured pose




Chapter 7

Realtime Synthesis of Whole-Body
Behaviors

In this chapter we will develop tools for the composition and sequencing of whole-body
behaviors, representing a rst step towards the design of a lgh-level behavioral platform
for humanoid systems.

A great deal of work has been focused on the areas of behavibased control (Brooks
et al. 2004) and motion planning (Latombe 1999), addressing variety of mobile robotic
platforms. However, research on humanoid systems has beenastly focused on low-level
controllers (Sentis and Khatib 2006; Kajita et al. 2003a; Fyimoto and Kawamura 1996), in
part due to the di culty of creating complex behaviors while maintaining balance stability
and while complying with joint limit and self collision constraints. The control methods
presented throughout this dissertation open new opportuniies to create emergent behaviors
in humanoid systems. In particular, our methods are capableof executing arbitrary control
objectives (both at the contact and non-contact levels) whie maintaining balance stability
and while responding to dynamic events. The next logical stp is to connect our controllers
to perception and decision systems. However, a direct concdon between execution and
behavioral layers is not obvious. The goal of this chapter ido develop behavioral entities
to interface these two layers.

While the main task of an execution layer is to create torque ommands to accomplish
desired control objectives, the task of a behavioral layers to sense the environment and
coordinate sets of actions to create desired responses. Muavork has been focused on
the synthesis of autonomous behaviors. In (Brooks et al. 200 the synthesis of emergent
behaviors as the coordinated action of distributed processs is addressed. In (Arkin 1998)

155
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motor schemas are proposed as the basic units of action contantly operating to control
the overall behavioral response. The goal of this chapter ito develop novel control entities
to support the implementation of emergent behaviors in humanoid systems.

At the execution level, our operating engine is the whole-bdy control framework de-
scribed in previous chapters. To support the creation of lowlevel tasks we will create new
software abstractions called control primitives. Control primitives are entities that de ne
task representations and control policies. However, conwl primitives are not based on pre-
de ned goals or trajectories. Instead, task goals can be pnaded at runtime as part of the
emergent behavior.

To support the creation of whole-body behaviors we will de ne new entities called whole-
body behaviors which consist on sequences of actions accoligsped by executing sets of
control objectives. For instance, a whole-body behavior deigned to sit down on a chair will
involve placing the hands on the arms for support, lowering he hip to make contact with
the seat, and resting the back on the seat support, where eacbf these actions is de ned as
a unique set of objectives.

Whole-body behaviors are therefore self-coordinated modas that can execute a speci ¢
action given the appropriate goals. In Figure 7.1 we show a adrol diagram involving
execution and behavioral layers connected through an actio layer which embodies a library
of whole-body behaviors.

While research on autonomous navigation for mobile platfoms and legged robots has
make impressive progress in recent times, tackling high dimnsional problems such as the
realtime generation of manipulation and locomotion behavors in humanoids systems is
an unsolved problem. Not only the system's state is very larg but controllers have to
cope with arbitrary supporting contacts, balance stability, and internal constraints. To
tackle this problem the action layer we will discuss here wil be aimed at reducing the
dimensionality of the control problem as well as at handlingarbitrary contacts and internal
constraints without the necessity to plan the global task. For this layer we will de ne
action units called whole-body behaviors responsible forl@aracterizing task decomposition
and movement sequencing. Therefore, the action layer will mbody a library of whole-
body behaviors that can be instantiated and coordinated by ahigh level controller. As an
example, walking or pushing behaviors would be de ned as pdrof the action layer.

This chapter is organized as follows. In Section 7.1 we will escribe the composition
and instantiation of control primitives for the creation of low-level tasks. In Section 7.2 we
will describe the mechanisms of the action layer in the form dwhole-body behaviors.
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Figure 7.1: Connection between behavior and execution layers: The execution layer
operates at fast rates with the objective of executing low-¢vel tasks. The behavioral layer
operates at low speeds sensing the environment and determirg the whole-body behaviors
necessary to accomplish a global task. To interface these twlayers, we de ne an action
layer which is responsible for providing access to whole-lity behavioral entities. These
entities are meant to serve as the main units of action orchdsated by the behavioral layer.

7.1 Composition and Instantiation of Low-Level Behaviors

To facilitate the creation of whole-body behaviors it is our objective here to provide support-
ing entities to create and instantiate low-level tasks as pa of the composition of whole-body
behaviors. These entities represent a direct mapping betwen desired objectives and motor
commands.

In Figure 7.2 we depict our implementation of the execution hyer. The centerpiece of
this diagram is the whole-body controller described in prevous chapters which has been
designed to execute sets of tasks and to monitor task feasilly. To create new tasks, we
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Figure 7.2: Execution layer.  The centerpiece of this layer is the whole-body controller
described in previous chapters. The de nition and instantiation of low-level behaviors is
supported by abstract entities called control primitives.

de ne control primitives that characterize task representation and control policies. The
instantiation of control primitives leads to the creation of low-level behaviors associated
with speci ¢ body parts (i.e. task points).

7.1.1 Control Primitives

Control primitives are software abstractions that support the creation of low-level tasks.
These abstractions encapsulate task representation and atrol policies, serving as basic
units of control. To support the implementation of control p rimitives we de ne software
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Figure 7.3: Control primitives: This gure shows software interfaces designed to create
a variety of control primitives.

interfaces associated with the di erent types of tasks, as Bown in Figure 7.3. Three inter-
faces are shown here: an interface to implement constrairitandling tasks, an interface to
implement operational tasks, and an interface to implementpostural tasks.

Control primitives are created as part of the description of whole-body behaviors, en-
capsulating the representation and functionality of di er ent body parts. However, speci c
goals and control parameters do not need to be pre-programnte Instead this information
can be passed by the sensory layer at runtime. Using similar mdules we have built an
extensive library of control primitives to address the control of di erent body parts. Some
of them are shown in Table 7.1.

7.1.2 Task Creation

Task creation is the process of instantiating control primitives and assigning control pa-
rameters. In Figure 7.4 we illustrate a whole-body multi-cantact behavior and the task
structures associated with it.

The instantiation of low-level tasks involves creating tak objects and passing associated
control parameters. For instance, to instantiate a hand pogion control task we execute the
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Library of control primitives and their function

Control primitive Function Category
Joint limits avoidance Locks violating joints Constraint
Obstacle avoidance Keeps safety distance Constraint
Static balance Controls COG position Balance
Dynamic balance Controls ZMP position Balance
Position control Controls arbitrary task positions Operat ional Task
Orientation control Controls arbitrary task orientations  Operational Task
Hybrid force/position control Controls arbitrary force/p osition Operational Task
Imitate captured pose Imitates captured poses Posture
Minimize e ort Minimizes torque e ort Posture

Table 7.1: Library of control primitives: In this table we list some control primitives

we have created to support the creation of whole-body behawis.
following C++ statements

PositionPrimitive* handTask;
handTask = new PositionPrimitive( robotModel, "right-han d";

Here, PositionPrimitive is an abstraction that encapsulates position representatins of
arbitrary parts and PD control policies of desired position commands. A class structure is
associated with this primitive, containing a constructor that takes as input the robot model
and the desired body part to be controlled. The robot model ischaracterized by the UML
diagram shown in Figure 7.5.

After instantiating a task, the next step is to pass desired ontrol parameters. For
instance, to use the PD control law with velocity and acceleation saturation described in
Equations (3.47) and (3.48) we pass the following parametes. k, = 400s 2 for the control
gain, , = 0:5m=s for the velocity saturation value, and , = 3m=s? for the acceleration
saturation value. This can be done by accessing the task intéaces described in Figure 7.3,
ie.
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Figure 7.4. Task decomposition:  We depict here a decomposition into low-level tasks
of a whole-body multi-contact behavior. Each low-level tak needs to be instantiated and
controlled individually as part of the whole-body behavior.

handTask maxVelocity(0.5);
handTask maxAcceleration(3);
handTasK gain(400);

We also need to pass the desired task goal. For instance, if éhgoal is a teleoperated point
we make the following calls

PrVector opGoal = worldModel ! teleoperatedPoint();
handTasK goal(opGoal);

HerePrVector is an algebraic vectorial abstraction de ned in our math library and worldModel
is a pointer to a software module created to describe the robits environment. In the above
case, a haptic device is used to command desired hand positi® with respect to a global
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Figure 7.5: Robot model: UML class diagram describing robot kinematic and dynamic
representations. The robot model provides access to kinentia and dynamic quantities
both in joint and task spaces. It also contains a branching reresentation to compute these
guantities recursively based on e cient kinematic and dynamic algorithms.

frame of reference. To nalize the instantiation of the task, we also need to indicate the
desired priority level with respect to other operating tasks. This ordering will allow the

controller to create prioritized control structures based on the algorithms we described in
previous chapters. To indicate the priority we make the following call

handTasK priorityLevel(level);

We assign priorities based on the relative importance of edctask with respect to the oth-
ers. In general we divide primitives into di erent categories, each emphasizing its relative
importance with respect to other categories. For instance,we consider the clustering of
tasks shown in Figure 7.6 listed in decreasing order: (1) catraint handling primitives, (2)
balance primitives, (3) operational primitives, and (4) posture primitives.

At every servo loop we update task representations and lowevel controllers by making
the following call

handTasK update();

which in turn executes the following calculations,
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Figure 7.6: Relative importance of task categories: The above categories indicate
the relative importance between tasks and are used to assigoontrol priorities. The left
most category has the highest priority since constraint-handling tasks ensure that the robot
structure and the surrounding environment are not damage, viile the right most category
corresponds to the lowest priority level associated with the execution of postures.

void positionPrimitive::update() f
calculateTaskState();
calculateJacobian();
calculateTaskDynamics();
calculateControlRef();

g
In other words, it updates kinematic, dynamic, and control quantities of the task and
calculates the control policy using the function calculateControlRef() . For the previous

PD position control law with velocity saturation, the follo wing control reference at the
acceleration level is computed

ref  _ .
ahand - aadeS!

. a,

ades= Kv X vVdes ; a= mn 1;1-1-3272:]—]-
k i K

Vdes= T X Xgoal i v =min L

Here x is the right hand task coordinate computed with the robot model shown in Fig-
ure 7.5, andxgoq is the desired teleoperated goal obtained from the world moel previously
described.
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7.1.3 Task Execution

While control primitives encapsulate task representationand control policies, the main task
of the servo loop in the execution layer (see Figure 7.1) is ta@alculate control torques of
all operating tasks and aggregate them together to create ta desired whole-body behavior.
To execute each task the following calls are made

handTasK jacobian(jacobian);
handTask dynamicQuantities(inertia, ccForces, gravityForces);
handTasK priorityLevel(level);
handTasK controlRef(refAccel);

Here, kinematic and dynamic quantities are rst obtained from the task primitive at hand,
and the associated control policy is used to obtained the dexed acceleration reference. For
instance, for the previous hand position task where the prioity level is equal to 3 according
to the category ordering shown in Figure 7.6, the associatediorque control vector as shown
in the torque expression (5.6) is

— T ref .
tasksip(3) = Jhandjp@)  handjp(3) @hand t  handjp3) T Phandjp(3) (7.1)

where the subscript f handjp(3)g means that the hand task is controlled provided that
balance and the acting constraints are rst ful lled and a[gnd is the acceleration reference
for right hand control based on the previous PD control law implementing velocity and
acceleration saturation.

In general, when a set of low-level tasks are controlled as paof a whole-body behavior,

the execution layer will produce the following torque output

T T T
Jconstraint Feonstraint  + ‘]balancejp(Z)Fbalaﬂcejp(Z) + ‘]tasksjp(S) Ftasksjp(S) *

‘]poTsturesjp(4) I:posturesjp(4) ; (7-2)
where each task will be instantiated and used as an individuhobject as we did for the
previous hand task.

7.2 Composition and Instantiation of Whole-Body Behaviors

We will develop here computational entities for the composiion and creation of whole-body
behaviors. When properly coordinated, these entities willserve as the main units of action
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of a high level controller.

Figure 7.7: Operation of the movement layer: The centerpiece of this layer is a repre-
sentation of whole-body behaviors as sequences of actiomaplementing di erent movement
phases.
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If the goal of the previous section was to abstract the represntation of low-level tasks,
the goal of this section is to abstract the representation ofwhole-body behaviors. This level
of abstraction is aimed at providing meaningful units of action that encapsulate task decom-
position and movement sequencing. Whole-body behaviors lalw us to de ne, aggregate,
and sequence collections of tasks into single units of actm

In Figure 7.1 we illustrate the operation of the action layer. This layer de nes whole-
body behavior representations. A whole-body behavior is aejuence of goal-oriented actions
coordinated to achieve a global behavior. For instance, thevolleyball jumping behavior
depicted in the previous gure consists on ve unique movemet phases: (1) stand-up,
(2) move the hip down, (3) accelerate the hip upwards, (4) hitthe target, (5) prepare to
land, and go back to standing up (1). Transitions between moements are predetermined
and triggered by sensory events. Action primitives encapslate task decomposition and
coordination. For instance, a primitive used to acceleratethe robot's body upwards as in
the previous example would involve simultaneously coordiating balance, hand position and
orientation, head control, and posture control.

7.2.1 Action Primitives

An action primitive is an abstraction that encapsulates task decomposition and coordina-
tion. For instance, the primitive shown in the table below is used to create the previous

Action Primitive (Jumping Movement)

Control Primitive Priority Level Control Parameters
Obstacle Avoidance 1 dsafe = 0:1m; kp = 800; Vmax = 2mM=s

Xgoal = Creet; Kp = 1000

Xgoal = IN;Vmax = in;kp =400

Static balance
Hip height

Head orientation goal = Mpai; Kp = 100; Vmax = 2 rad=s
Right hand position Xgoal = IN; Xgoal = iN;Kp = in
Right hand orientation goal = IN;! goa = 2 rad=s;k , = 100
Upper-body orientation goal = Yuprignt ;! goat = rad=s;k , =100

Oarm = Qhuman; kp =100

AN P W ow w o

R/L arm posture

jumping behavior. Here, dsare Stands for a safety threshold to arbitrary obstacles, Cieet
represents the center of the feet supporting polygonugy is the direction of sight towards
the ball, Oypright is an upright orientation vector, Qnyman iS @ captured human pose, and
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the symbol in means an input parameter provided at runtime by the sensory yer.

Figure 7.8: Instantiation of movements: By providing di erent input parameters we
synthesize di erent type of movements at runtime.

In fact, action primitives serve as platforms to implement a variety of movements de-
pending on the desired goals as shown in Figure 7.8.

7.2.2 Whole-Body Behaviors

We create whole-body behaviors by sequencing action primikes. With the proper se-
guencing and goals, the desired behavior emerges. For instee, let us consider the two
movements shown in Figure 7.9 which are part of the jumping blavior shown in Figure
7.7. To accelerate the hip upwards we use an action primitivethat involves the control
of the hip's vertical position as part of the overall movemert. When the knees reach full
stretch, the next phase is triggered loading a new action to i the ball in mid air. This
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Figure 7.9: Action sequencing:  This gure illustrates two actions used to create a jumping
behavior. Initially an action primitive to accelerate the h ip upwards is used. When the knees
are fully stretched, a new action is loaded to control the bod in mid air.

second action implements control of the robot's right hand. The goals to accelerate the hip
upwards and to hit the ball in mid air are provided at runtime b y the sensory layer.

7.2.3 Behavior Feasibility

In previous chapters we discussed behavior feasibility angiroposed metrics to measure it.
For instance, when jumping in the previous example the task ecomes infeasible if joint
limits are reached while accelerating the body upwards. To mdify the robot's behavior in

case of con icting situations such as the previous one we cete additional safety procedures.
For instance, in Figure 7.10 we illustrate a more elaboratedstate machine where safety
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Figure 7.10: Handling of infeasible tasks: The two upper actions in the above gure
are equivalent to the actions described in Figure 7.9. Howear, an additional state is added
to handle con icting scenarios where joint limits on the knees are reached while moving

upwards.

actions are implemented to land safely in case of conict.



Chapter 8

Concluding Remarks

Throughout this dissertation we have developed a whole-boy control framework and sup-
porting behavioral entities for the realtime synthesis of mmplex behaviors in humanoid
systems. In this nal chapter we will discuss some of the key pints of our work and
provide concluding remarks.

8.1 Summary of Results and Contributions

Looking back, we have addressed several key areas on contr@i humanoid systems. We
extended the operational space formulation (Khatib 1987) b handle arbitrary task points
under arbitrary supporting contacts and we proposed novel lgbrid position/force control
strategies for humanoid systems. We developed prioritizecand non-prioritized multi-task
control strategies that could control all aspects of motion We developed techniques to
respond in realtime to dynamic constraints and to measure tak feasibility under dynamic
constraints. Finally, we developed control and behavioralabstractions to support the cre-
ation of complex behaviors.

8.1.1 Whole-Body Control Methods

In whole-body control, we have focused on four di erent subgcts: (1) The control of low-
level tasks under supporting contacts, (2) the coordination and control of collections of tasks
as part of whole-body behaviors, (3) the control of posturalbehavior, and (4) the control
of movements in midair.

170
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Task Control Under Supporting Contacts and Balance Constra ints

Based on the characterization of humanoids as underactuatksystems with 6 passive
DOFs attached to their base, we have developed novel task kimatic and dynamic
representations under supporting constraints. In particuar, studying the e ect of
supporting constraints we have developed representationsf task velocities in terms
of joint velocities alone and we have derived associated cstrained Jacobians. Based
on these representations we have developed operational sgacontrollers for arbitrary
task points that provide linear control of task forces and acelerations under sup-
porting contacts. Our contributions on this subject are on characterizing constrained
kinematic and dynamic representations under arbitrary sugoorting contacts, on de-
veloping novel operational space controllers to accomplis arbitrary task goals, on
characterizing the residual movement redundancy associad with the task at hand,
and on outlining strategies for controlling internal forces between supporting limbs.

Using the above control representations, we have developebalance controllers to
achieve static and dynamic balance based on direct maniputéoon on COG accelera-
tions. Our contributions here are on developing controlles for linear control of COG
accelerations and on developing controllers for linear cdrol of ZMP positions.

Prioritized and Non-Prioritized Multi-Task Control

We have develop torque controllers to simultaneously accoplish multiple task goals
as part of whole-body behaviors. We have develop non priorized structures where
multiple tasks are represented as single macro tasks and ctolled using operational
space control methods. To decouple high priority tasks fromlower priority tasks and
to resolve con icting scenarios between tasks we have alsoegteloped complementary
prioritized controllers where lower priority tasks are projected and controlled in the
null space of higher priority tasks. Our main contributions here are on developing
controllers that provide linear control of task forces and acelerations while operating
in the residual redundancy of higher priority tasks, on devéoping recursive expressions
of prioritized Jacobians and null space representations, rad on developing techniques
to measure task feasibility under prioritized hierarchies

We have analyzed the decomposition of whole-body behaviorgito low-level tasks
for a variety of control examples and implemented multi-task controllers to accom-
plish desired behavioral responses. Some of the examplesosm included hybrid
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force/position control to track the contour of an object while simultaneously execut-
ing complex postural behaviors as well as a variety of staticand dynamic walking
behaviors.

Posture Control

To control the robot's postural behavior, we have characteized the motion space that
complies simultaneously with supporting constraints and gioritized tasks and use it
to optimize performance criteria in posture space or to contol position and orientation

of postural DOFs without interrupting the global task. Our c ontributions here are
on developing controllers that identify the controllable direction in posture space and
use them to optimize gradient descent of postural criteria.

Based on these methods we have presented novel techniquesitoitate captured hu-
man poses without interrupting the global task. In particul ar, we have proposed
postural criteria to minimize the joint-space distance to captured poses. We have also
proposed a novel technique to minimize actuation e ort in posture space. Associated
criterions are based on previous observations of human bekier and consists on min-
imizing the weighted norm of gravity torques. By descendingthe gradient we have
demonstrated that humanoid robots assume human-like posttes.

Based on dynamic compensation of posture behavior, we haveedhonstrated that we
can choose arbitrary posture gains without loosing posturbperformance. Low gains
imply high posture compliance while high gains imply sti postures.

Whole-Body Control of Movements in Midair

We have developed kinematic and dynamic representations dfumanoids during move-
ments in mid air based on the conservation of the system's moentum. We have

developed non-prioritized and prioritized multi-task controllers to handle whole-body
movements in mid air akin to the controllers developed for gound based movements.
Our contribution here is on providing a whole-body control framework for the realtime

synthesis of movements in midair.

When the robot is not in contact with the ground, the COG's tra jectory cannot be
modi ed. We have formulated feasibility measurements to maitor task feasibility
during movements in free space.
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8.1.2 Reactive Handling of Dynamic Constraints

We have developed a variety of techniques to respond quicklyo dynamic changes in the
environment and to deal with internal constraints imposed by the robot's own motion.

We have developed novel control methods to handle dynamic awstraints without

interrupting the global task. In contrast with other approa ches where constraints
are handled as secondary tasks, we have addressed the hamdliof constraints as
priority tasks while other operational tasks are projectedin the null space of the acting
constraints to prevent potential violations. Our contribu tion here is on proposing
prioritization of constraints and on developing controllers that can accomplish task
goals while operating in the constraint consistent residuaspace of motion. We have
also proposed feasibility measurement quantities that canmonitor task feasibility

under the acting constraints and can be used to change robotdhavior at runtime as
part of a high level decision layer.

We have also developed reactive techniques to respond to a naty of constraints in
realtime including joint limits, obstacle avoidance, and lf-collision avoidance.

8.1.3 Synthesis of Whole-Body Behaviors

To support the synthesis of emergent behaviors, we have delaped control and behavioral
abstractions that encapsulate task representations and @ton mechanisms.

We have developed novel control abstractions called contioprimitives that support
the instantiation of low-level tasks. These primitives en@psulate kinematic and dy-
namic representations as well as desired control policieslnstead of being based on
prede ned trajectories, these primitives represent a diret mapping between arbitrary
task goals and actuation commands.

We have developed novel behavioral abstractions called whe-body behaviors. These
abstractions encapsulate task decomposition and action sgiencing to achieve complex
whole-body behaviors.

8.1.4 Implementation Details

The whole-body control framework developed in this thesis s been designed to run in
realtime as part of the central control process of humanoid gstems. We will discuss here
some implementation details.
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We have developed a software architecture that implements ie proposed control
framework as well as the behavioral abstractions earlier dgcribed. This software
implements a uni ed whole-body controller that controls simultaneously multiple op-

erational tasks while automatically adapting to new contad conditions and dynamic

constraints. It also provides a library of whole-body behavors to be orchestrated by
a high level control layer. Whole-body behaviors are implenented as state machines
where the states are sets of low-level tasks simultaneouslgperated to accomplish
individual movement actions.

Computing kinematic and dynamic quantities in our control framework is compu-
tationally expensive for a realtime controller, with operations ranging from O(n) to

O(n®) of algorithmic complexity. To handle these computations in realtime, we im-

plement two separate update loops. While feedback controfirs are updated at servo
rates, around IKHz , kinematic and dynamic quantities that depend only on joint po-

sitions are updated at slow rates, normally around 201z to 50Hz. This dual update

strategy is currently under test.

To increase the computational speed associated with kineniee and dynamic quanti-
ties, we use the set of e cient kinematic and dynamic algorithms described in (Chang
and Khatib 2000). Using these algorithms we compute kinemat quantities with O(n)
complexity, and whole-body dynamic quantities with O(n?) complexity.

We have recently begun implementing the proposed whole-bodcontrol framework

into Honda's Asimo robot. Because many humanoid robots are e@ntrolled through

joint positions and not through torques, Khatib et al. recently developed a torque to
position transformer (see Khatib, Thaulaud, and Park 2006) Here, joint positions are
calculated through the transformation of torques based on he characterization of servo
motor transfer functions. We have recently succeeded to cdrol whole-body torque

commands in the real humanoid and we are now in a position to strt implementing

the algorithms developed throughout this thesis.

We have successfully tested all concepts of this dissertath into simulated humanoid

systems. To simulate multibody dynamics and contact interactions we have used the
Arachi simulation engine, an environment developed by forner students of our lab

K.C. Chang and D. Ruspini (Chang and Khatib 2000; Ruspini and Khatib 2000).
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8.2 Discussion

Although our whole-body control framework is fairly complete and successfully tested in
simulation, several issues need to be addressed.

In Chapter 2 we developed control structures to control intenal forces between sup-
porting links. However, no methods for controlling the actual forces were discussed. We
are currently developing novel control methods to handle iternal forces and moments.

We have described various techniques to measure task feaslity under the acting con-
straints. The condition numbers of constrained task Jacobans or inertias were proposed
to characterize task feasibility. Normal values of these gantities need to be empirically
characterized.

In Chapter 4 we developed control techniques for whole-bodg ort minimization. How-
ever, some of the motions did not look natural. To solve this poblem, it would be more
e ective to minimize e ort using only a few DOFs. For instanc e, e ort could be minimized
using knee, ankle, and hip joints only.

An open issue concerns the control of arm postures. A candida posture would involve
a weighted combination of e ort minimization and self-collision avoidance but has not been
implemented yet.

In Chapter 5 we described reactive techniques to avoid obstdes based on measuring
close points between the robot and nearby obstacles. Howenemultiple points in di erent
links could become close to objects leading to possible ofiations on the movement. The
transition between one or more avoidance behaviors should é smoothen with additional
techniques.

8.3 Summary of Publications

Although much of the theory and examples described throughat this dissertation is not
yet published, here is a list of some publications generateduring this thesis.

In (Sentis and Khatib 2006) we published an early version of mole-body control based
on the concepts described in Chapters 2, 3, and 5. In (Sentisnal Khatib 2005b) we pub-
lished recursive control representations for multi-task ontrol corresponding to some of the
concepts described in Chapter 3. In (Sentis and Khatib 2005awe published underactuated
representations of humanoids and whole-body controllersdr movements in mid air, corre-
sponding to some of the concepts described in Chapter 6. Fitlg, in (Khatib, Sentis, Park,
and Warren 2004) we published whole-body control foundatios and posture controllers
corresponding to some of the concepts described in Chaptetsand 4.
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8.4 Future Work

Implementation into Real Humanoids

We are currently implementing whole-body control into a full humanoid robot. At this stage
we have succeeded in implementing torque to position transirmations and whole-body
torque controllers. We recently started to implement the cancepts described throughout
this thesis.

Towards Emergent Behaviors

The methods and software entities we have developed througiut this dissertation are aimed
at supporting the synthesis of emergent behaviors in dynand environments. Obviously
this is a very ambitious task. To move on this direction we plan to further extend the
capabilities of the proposed behavioral structures presded in Chapter 7. First, we plan
to integrate perception and decision processes. For insta®, vision systems will provide
information about the environment. Contact and surface pressure sensors will provide
information on contact interactions and support the localization of objects. Gyroscopes an
accelerometers will estimate the orientation of the robot h space and the acceleration of
the robot's COG, especially to implement e ective running and jumping behaviors. On the
other hand, decision processes will be implemented to achie global behaviors in response
to the environment.

Beyond creating intelligent modules that can sense and respnd to the environment we
will seek to develop architectures that can operate to achiee greater goals. This research
connects with the work developed by Brooks on distributed bé&aviors (Brooks et al. 2004).
We will pursue to scale up our control framework to a decentrdized behavioral framework
for the synthesis of emergent behaviors.

Learning Skills

To create new behaviors we have spent hours if not days to degm movement sequences and
tune up parameters to achieve the desired behaviors. Machi learning technigues will be
needed to acquire complex skills (see reinforcement leamj on quadrupeds (Stone 2000)
and learning by imitation on full humanoids (Schaal et al. 2003)). Learning techniques
applied to our control framework will bene t from the modula rity of our structures and the
automatic compliance with internal constraints.
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Support for Motion Planning

The methods we have developed to respond reactively to dynaim events are meant to
be implemented as stand-alone behaviors but could also be ipemented as part of path

relaxation techniques to support motion planners. For insance, given a candidate path, we
can create an elastic strip and deform it using obstacle andedf-collision avoidance potentials
as well as joint limit blocking potentials. When a candidate path is obtained, the candidate

trajectories can be executed in posture space, thus automatally complying with balance

and supporting contacts.

Related Applications

It is particularly important the application of robotic alg orithms to the study of biological
systems, in particular to the simulation and modeling of musuloskeletal function (Delp
and Loan 2000). This area of research is currently very actig having a substantial impact
on the understanding of some neurodegenerative diseases) the design of tendon related
surgical procedures, and on the characterization of the huran motor control system.

Another important area of research is computer animation. Many laboratories and
studios developing 3D animation techniques are actively inorporating robotic methods to
synthesize more realistic and responsive human like behamis. Two big driving forces are
demanding further research on this direction: the motion pcture industry and the video
game industry. However, other industries of interest concen education and visual media
which also require realistic human-like simulations to beter convey information content.

Another important application is the simulation of workspa ces for ergonomic design, as
well as the simulation of humans operations in factory envionments.
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Mathematical Proofs

Property A.0.1  (Null space cross product commutation). The order of multiplica-
tion between null space terms is irrelevant, i.e.

8i;j; N y = N; T N..T

jiprec(j) Nijprec(i)- (A.1)

T T
ijprec(i) Nj jprec(i

Proof.

1. Developing the LHS of the above product we obtain

T T - T 3.7 T 3T
Nijprec(i)ijprec(j) =1 ‘]ijprec(i)‘Jijprec(i) ‘Jjjprec(j)‘Jjjprec(j)

T 5 T T =T .
+ ‘Jijprec(i)‘Jijprec(i)‘Jjjprec(j)‘]jjprec(j)- (A-Z)

Using the expression ofJ_ijgrec(i) given in (3.36) and the expression oﬂijprec(i) given
in (3.14), we can further develop the last term of the above eqgation into
T T 3T .
Jijprectiy ijprec(i)Ji Nprec()  Jjjprec(j)Jj jprec)- (A.3)

Let us assume that thei-th task has higher priority than the j-th task. We can
then write the following expression based on the null space ecomposition of Equa-
tion (3.32)
Vg
Noprecti) = Nprecq) Njjprecq) Njprecqy’ (A.4)
I=j+1
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Using the above decomposition we can further develop Equabin (A.3) into

'}Y 1

.

ijprec(i)  ijprec(i)Ji N jprec(y Nj jprec(i) N prec(i)
I=j+1

T =T .
’ J; jpreci)Jjjprec; ) (A.5)

Let us assume that the equality N N holds (see Property A.0.3).

-
prec(j) prec(j )

2
Using the equality NijpTrec(i) = NijpTrec(j) given in Property A.0.2, the above equation
becomes

i 1
.
ijprec(i) ijprec(i)Ji N iprec(t) Njjprec()
=] +1

J J (A.6)

LIPS L
jiprec(j)Yjjprec(j):

where we have used the expressiod} [y = N loiyJd; T (3.14). Itis easy to demon-
strate that

T -
Nijjpreci)  Jjjprecqi) =0 (A7)
by using the expressions oN”prec(j) shown in (3.33), the expression oﬂ_j j;rec(j) shown
in (3.36), and the expression of i iprec(i) shown in (3.21).
2. Therefore, Equation (A.2) becomes
NTONT o= T gy T g T (A.8)
ijprec(i)" " jjprec(j) ijprec(i)~ ijprec(i) jiprec(j)~jjprec(j)- :

We can do a similar development for the RHS of Equality (A.1) dbtaining the same
result as above.

3. We can also demonstrate in a similar way the above equalitholds when thei-th task
has lower priority than the | -th task. Therefore we conclude that the Equality (A.1)
holds.
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Property A.0.2 (ldempotence of Nprgc(k)). The following equality holds
T 2 T
Nprec(k) - Nprec(k): (A.9)
Proof.

1. We rst consider the following equality

T 2 _ T .

Nijprec(i) - Nijprec(i)' (A.lO)

which can be demonstrated developing the following expressn,

T - T g T T g T T T .
Nijprec(i) =1 2‘]ijprec(i)‘J ijprec(i)+ ‘Jijprec(i)‘J ijprec(i)‘Jijprec(i)‘J ijprec(i) - (A-ll)
. . . —T
When using the property of generalized inverses);; J..)J ijpreci) Jijorecti) = Jijprecti”
Equation (A.11) becomes
T T T - L

l ‘Jijprec(i)‘J ijprec(i) — I\lijprec(i)' (A.lZ)

2. Using the recursive expression dﬂpr-(le—c(k) (3.32) and reorganizing terms using Property

A.0.1 we can derive the following equality

1 2

N T : (A.13)

T
N ijprec(i)

prec(k)
i=1

Using Equation (A.10) the above expression becomes

1
T —
Nijprec(i) -

i=1

NT

prec(k) (A.14)

where once more we have rearranged terms using Property AD.
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Property A.0.3 (Commutation of Nprlc(k) with respect to ). The following equality
holds

N pr-zle-c(k) =N prec(k) : (A'lS)

Proof by induction.

1. We will rst consider the null space expressions given in FEuations (3.40) and (6.69),

K1
Nprec(k) =1 JijpreC(i)‘]ijprec(i); (A.16)
i=1
where Jjj,rec(k) is de ned in Corollary 3.2.4.
2. Let us demonstrate (A.15) fork = 1:
N, T = l3,TT, = 3,7, = N, : (A17)

Here we have used the expression df; given in (3.36).
3. Assuming (A.15) holds for an arbitrary k value, let us demonstrate it for k + 1.

YK
T — T
N prec(k+1) — N ijprec(i) (A.18)
i=1

Let us study the individual products,

T — T =T _
Nijprec(i) - (! ‘]ijprec(i)‘J ijprec(i)) =
J

T J —
ijprec(i) ijprec(i)¥ijprec(i)

(I J ijpreciyJijpreci)) = Nijpreciy + (A.19)

where we have used the expression dTijpreC(i) given in (3.36). Recursively applying
this equality we can reverse the null-space terms of (A.18)yielding the equality
(V1

N
i=1

ijprec(i) (A.20)
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However, the null-space terms above are multiplied in revese order. But as shown
in (A.1) the product between null space terms can be reversedielding the desired
result, i.e.

N (A.21)

prec(k)
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Property A.0.4 (Compact expression of Nprec(k)). The following compact form of the
recursive null space matrix exists

K1
T —
prec(k) — I ‘Jljprec(|)‘J |Jprec(|)
i=1

(A.22)

Proof.

1. Property 1: 8i; J_iJTpreC(i)NijpTrec(i) = 0. This equality can be demonstrated by visual

3T T

inspection when using the expreSS|or1\l”prec(l) ijprec(i)d ijprec(iy Shown in

(3.33), and applying the rules of generalized inverses.

2. Property 2: 8i; J_iJTprec(i)Nprgc(.) = J_”Tprec(i), i.e. the null-space term vanishes. This
equality can be demonstrated as follows. First we use the exgssion ofJ ijprec(i) given
in (3.36) yielding

—T X
J ijprec(i)Npr-zle-c(i) = ijprec(i)‘]ijprec(i) Npr-tle-c(i)' (A'23)
Now, using the property Nprec(l) = Npreeiy ~ Shown in (A.15), the expression of

Jijprec(iy Shown in (3.33), and the property (N shown in (A.9), the

last term of the above equation vanishes.

2 —
prec(i)) - Nprec(i)

3. Property 3: 8i; j, with i<j (i.e. i has higher priority than j) J |Jprec(|)‘JJ]preC(J) 0.
This can be seen by writing the equality
¥ 1
‘]JJpreC(J) NpreC(l) NljpTrec(l)‘]J' T (A.24)
I=i
Applylng Property 2 the term Nprec(l) vanishes, and applying Property 1 the term

L N“pTreC(l) (which contains N”prec(l)) cancels out.

4. Next, we will use induction to proof (A.22). We rst demonstrate it for k = 3. First
we expand the null-space expression into

T — T T —
Nprec(S) - Nl Nprec(Z) -
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However, the last term is equal to zero becausé_lTszI = 0. Here we have used the

expressiongjI = N, "J,T and Property 1.

5. In general, for anyk the positive products (like the last term of the above equatin)

will always contain products like the ones described in Progrty 3, which are always
0.
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