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There has been significant recent interest in studying multiscale characteristics of current and next-generation batteries, including lithium-metal and lithium-sulfur batteries. Advances in computing power make researchers believe that the detailed multiscale models can be efficiently simulated to arrive at the insights for the degradation and performance loss; however, this is not true and special attention needs to be paid to local singularities, boundary layers, moving boundaries, etc. This article presents 2D examples that illustrate the importance of grid convergence studies, provides well-defined detailed models to test the efficiency of numerical schemes, and discusses the associated simulation challenges.
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Current Status

Motivating examples—two-dimensional steady-state current-potential distribution—For demonstration purposes, two simple steady-state problems are considered, one with primary current distribution (PCD) and the other with secondary current distribution (SCD). A two-dimensional square domain (Lx = Ly) is considered for both problems. The partial differential equation (PDE) and required boundary conditions for these two problems are given in Models 1 and 2.

Model 1

\[
\frac{\partial}{\partial X} \left( \frac{\partial \phi}{\partial X} \right) + \frac{\partial}{\partial Y} \left( \frac{\partial \phi}{\partial Y} \right) = 0
\]

\[
\frac{\partial \phi}{\partial X} = 0 \quad \text{at} \quad X = 0, 1
\]

\[
\phi = 0 \quad \text{at} \quad Y = 1
\]

\[
\phi = 1 \quad \text{at} \quad Y = 0, 0 \leq X \leq 0.5
\]

\[
\frac{\partial \phi}{\partial Y} = 0 \quad \text{at} \quad Y = 0, 0.5 < X \leq 1
\]  

[1]

Model 2

\[
\frac{\partial}{\partial X} \left( \frac{\partial \phi}{\partial X} \right) + \frac{\partial}{\partial Y} \left( \frac{\partial \phi}{\partial Y} \right) = 0
\]

\[
\frac{\partial \phi}{\partial X} = 0 \quad \text{at} \quad X = 0, 1
\]

\[
\phi = 0 \quad \text{at} \quad Y = 1
\]

\[
\phi = 1 \quad \text{at} \quad Y = 0, 0 \leq X \leq 0.5
\]

\[
\frac{\partial \phi}{\partial Y} = 0 \quad \text{at} \quad Y = 0, 0.5 < X \leq 1
\]

[2]

Models 1 and 2 are limited to finding the ohmic drop across the separator domain in the absence of concentration gradients. Mass transfer-limited current distribution at steady state for binary electrolyte also results in Laplace’s equation.4,5

These models consider PCD or SCD at Y = 0, 0 \leq X \leq 0.5, indicating that only a part of the separator is in contact with the anode. This singularity at X = 0.5, Y = 0, which is the anode/insulator interface, is a key aspect in simulating lithium metal batteries. The Dirichlet condition is applied at Y = 1, which can be viewed as the bulk condition or setting the cathode potential to a particular value. The rest of the sides of the domain are treated as walls with zero flux.

Numerical method—FEM—The Finite Element Method (FEM) is a widely used discretization method for 2D models.

The underlying mathematical formulation consists of the weak form being applied to each element:

\[
\int_{y=b}^{y=a} \int_{x=a}^{x=b} \frac{\partial \phi}{\partial x} n_x \; dx \; dy + \int_{y=b}^{y=a} \int_{x=a}^{x=b} \frac{\partial \phi}{\partial y} n_y \; dx \; dy
\]

\[
= \int_{\Gamma} W \left( \frac{\partial \phi}{\partial x} n_x + \frac{\partial \phi}{\partial y} n_y \right) \; ds
\]  

[3]

where

\[
\frac{\phi}{\phi} = \sum_{i=1}^{m} N_i \phi_i
\]  

[4]

and the weight function is taken to be W = \phi and N_i are the shape functions. Bilinear shape functions are given by
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Observations from Table II are conformal mapping technique. Results are given in Table I. The numerical solutions with the analytical solution obtained using COMSOL Multiphysics 5.4. The cost of robust simulations, smaller element size and bilinear shape functions can be used near singularities, and higher order methods are found to be marginally better than the biquadratic models may be less for SCD, which is analyzed next.

Error analysis—PCD—There are different approaches to quantify the numerical accuracy and convergence of the FEM. When this problem was first attempted with in-house FEM codes, and later confirmed with COMSOL Multiphysics 5.4, the obtained results seemed to oscillate for the 4th or 5th digit after the decimal. Having a very fine mesh near the singularity helps in recovering the expected order of convergence away from the singularity. However, our interest lies in the values of the variables at the electrode surface where the singularity exists. A simple error analysis is performed by comparing the numerical solutions with the analytical solution obtained using conformal mapping technique. Results are given in Table I.

Observations from Table I are

- All the three shape functions provide only first-order convergence, with bilinear shape functions having the advantage of lowest cost. For robust simulations, smaller element size and bilinear shape functions can be used near singularities, and higher order methods with larger element size elsewhere.
- Because of strong singularity, FEM solution converged only to 1 digit after the decimal for the average current density, leading to poor prediction of the ohmic resistance.

Similar conclusions are expected from any numerical method unless mesh adaptivity is used. Fortunately, the error in battery models may be less for SCD, which is analyzed next.

Error analysis—SCD—In this case, the exact solution is not available, and the error analysis is performed by comparing the values by doubling the number of elements in both x and y directions. Results are summarized in Table II.

Observations from Table II are

- Unlike the PCD, the SCD benefited from higher order methods. When high numerical accuracy is desired (E, ≤ 1E-8), bicubic shape functions are found to be marginally better than the biquadratic shape functions.
- FEM solution converged very quickly to 6 to 8 digits after the decimal, but convergence was sluggish after that.
- As expected, the numerical accuracy is lower near the singular point.

An approximate analytical solution in the form of an infinite series can be written as

$$\phi = A_0(1 - Y) + \sum_{i=1}^{n} A_i \cos(i\pi X) \sinh(i\pi(1 - Y))$$

where the coefficients are calculated using the boundary condition at

$$\int_{X=0}^{X=1/2} \left( \frac{\partial \phi}{\partial Y} \right)_{Y=0} - (\phi(X, 0) - 1) \cos(j\pi X) dX$$

and

$$\int_{X=0}^{X=1/2} \frac{\partial \phi}{\partial Y} \left( \frac{\partial \phi}{\partial Y} \right)_{Y=0} \cos(j\pi X) dX = 0$$

where j varies from 0 to n. This series solution converges to 6, 8, and 12 digits of accuracy with 5, 10, and 5000 terms, respectively (for $\phi$ at the anode).

These models become more complicated when additional physical phenomena are considered. Some of them are summarized in the subsequent sections.

Modifying the model for lithium metal battery architecture—Under the same assumption of absence of concentration gradients, the steady-state model for the potential in the separator region with Butler–Volmer (BV) kinetics is given in Model 3.

Model 3

$$\frac{L_2}{L_1} \frac{\partial^2 \phi}{\partial Y^2} + \frac{\partial \phi}{\partial X} = 0$$

$$\frac{\partial \phi}{\partial X} = 0 \text{ at } X = 0, 1$$

$$\phi = 0 \text{ at } Y = 1$$

$$-\frac{\partial \phi}{\partial Y} = 2i_{0, \text{scaled}} \sinh \left( \frac{2}{\eta} \right) \text{ at } Y = 0, 0 \leq X \leq 0.5$$

$$\eta = V_{\text{anode}} - \phi = 1 - \phi$$

$$-\frac{\partial \phi}{\partial Y} = 0 \text{ at } Y = 0, 0.5 < X \leq 1$$

$$i_{0, \text{scaled}} = \frac{i_{\text{anode}} L_2}{\eta RT}$$

where the ratio of $L_2$ and $L_1$ is the aspect ratio, and $V_{\text{anode}}$ denotes the voltage of the anode which is specified to a fixed value, $V_{\text{anode}} = 1$.

FEM is applicable here, with the nonlinearity in the boundary condition at the anode being addressed using a Newton–Raphson (NR)-type iteration scheme. Typically, NR is iterated to much looser tolerance compared to machine precision (1E-8 or 1E-10, for example). It should be noted that the error introduced by a NR-type solver is in addition to the discretization error.

Time dynamics—The Laplace’s equation can provide the potential distribution in the separator region only in the absence of concentration gradients, and when there is a quasi-steady state.
Table I. Error and convergence analysis using different shape functions in FEM for the PCD (Model 1).

<table>
<thead>
<tr>
<th>Variable of Interest</th>
<th>Numerical Solution Error ( E_s ) = [Numerical solution - Analytical solution](^a)</th>
<th>Order of Convergence</th>
<th>Numerical Solution Error ( E_s ) = [Numerical solution - Analytical solution](^a)</th>
<th>Order of Convergence</th>
<th>Numerical Solution Error ( E_s ) = [Numerical solution - Analytical solution](^a)</th>
<th>Order of Convergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element Size ( h_x = h_y = h )</td>
<td>( E_s = \log_2 \left( \frac{E_{sh}}{E_{sh}/3} \right) )</td>
<td>( E_s = \log_2 \left( \frac{E_{sh}}{E_{sh}/3} \right) )</td>
<td>( E_s = \log_2 \left( \frac{E_{sh}}{E_{sh}/3} \right) )</td>
<td>( E_s = \log_2 \left( \frac{E_{sh}}{E_{sh}/3} \right) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \frac{\partial \phi}{\partial Y} (0, 0) )</td>
<td>( \frac{\partial \phi}{\partial Y} (0.25, 0) )</td>
<td>( \frac{\partial \phi}{\partial Y} (1, 0) )</td>
<td>( \frac{\partial \phi}{\partial Y} (0.25, 0) )</td>
<td>( \frac{\partial \phi}{\partial Y} (1, 0) )</td>
<td>( \frac{\partial \phi}{\partial Y} (0.25, 0) )</td>
<td>( \frac{\partial \phi}{\partial Y} (1, 0) )</td>
</tr>
<tr>
<td>( 1/100 )</td>
<td>( -1.1594 )</td>
<td>1.87896E-03</td>
<td>1.0351</td>
<td>( -1.16076 )</td>
<td>5.51613E04</td>
<td>0.9698</td>
</tr>
<tr>
<td>( 1/200 )</td>
<td>( -1.1604 )</td>
<td>9.16912E-04</td>
<td>1.0181</td>
<td>( -1.16103 )</td>
<td>2.81638E-04</td>
<td>0.9851</td>
</tr>
<tr>
<td>( 1/400 )</td>
<td>( -1.1609 )</td>
<td>4.52738E-04</td>
<td>1.0092</td>
<td>( -1.16117 )</td>
<td>1.42284E-04</td>
<td>0.9925</td>
</tr>
<tr>
<td>( 1/800 )</td>
<td>( -1.1612 )</td>
<td>2.21240E-04</td>
<td>1.0046</td>
<td>( -1.16124 )</td>
<td>1.42284E-04</td>
<td>0.9925</td>
</tr>
<tr>
<td>( 1/1600 )</td>
<td>( -1.1612 )</td>
<td>1.12104E-04</td>
<td>1.0026</td>
<td>( -1.16128 )</td>
<td>1.42284E-04</td>
<td>0.9925</td>
</tr>
<tr>
<td>( \phi (1, 0) )</td>
<td>( 1/100 )</td>
<td>( 0.5431 )</td>
<td>1.57930E-03</td>
<td>0.9957</td>
<td>( 0.54199 )</td>
<td>5.1136E-04</td>
</tr>
<tr>
<td>( 1/200 )</td>
<td>( 0.5423 )</td>
<td>7.91982E-04</td>
<td>0.9979</td>
<td>( 0.54173 )</td>
<td>2.5545E-04</td>
<td>1.0000</td>
</tr>
<tr>
<td>( 1/400 )</td>
<td>( 0.5419 )</td>
<td>3.96517E-04</td>
<td>0.9989</td>
<td>( 0.54160 )</td>
<td>1.2772E-04</td>
<td>1.0000</td>
</tr>
<tr>
<td>( 1/800 )</td>
<td>( 0.5417 )</td>
<td>1.98430E-04</td>
<td>0.9995</td>
<td>( 0.54154 )</td>
<td>6.3863E-05</td>
<td>1.0000</td>
</tr>
<tr>
<td>( 1/1600 )</td>
<td>( 0.5416 )</td>
<td>9.92512E-05</td>
<td>0.9996</td>
<td>( 0.54151 )</td>
<td>3.1933E-05</td>
<td>1.0000</td>
</tr>
<tr>
<td>Average current density</td>
<td>( 1/100 )</td>
<td>( -1.532 )</td>
<td>1.24497E-01</td>
<td>0.4095</td>
<td>( -1.589 )</td>
<td>6.7795E-02</td>
</tr>
</tbody>
</table>

\[ \frac{1}{0.5} \int_{X=0}^{X=0.5} \frac{\partial \phi}{\partial Y} dX \]

\[ \frac{1}{0.5} \int_{X=0}^{X=0.5} \frac{\partial \phi}{\partial Y} dX = -1.6565076487779. \]

---

a) Analytical solution: \( \frac{\partial \phi}{\partial Y} (0, 0) = -1.16131153023325, \frac{\partial \phi}{\partial Y} (0.25, 0) = -1.27447197226800, \phi (1, 0) = 0.54147517960447, \frac{1}{0.5} \int_{X=0}^{X=0.5} \frac{\partial \phi}{\partial Y} dX = -1.6565076487779. \]
### Table II. Error and convergence analysis using different shape functions in FEM for the SCD (Model 2).

<table>
<thead>
<tr>
<th>Variable of Interest</th>
<th>Element Size $h_x = h_y$</th>
<th>Bilinear</th>
<th>Biquadratic</th>
<th>Bicubic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Numerical Solution</td>
<td>Error $E_h =</td>
<td>[Numerical solution (h/2)] - [Numerical solution (h)]$</td>
<td>Order of Convergence</td>
</tr>
<tr>
<td>$\phi (0, 0)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/100</td>
<td>0.4137893</td>
<td>4.39099E-06</td>
<td>1.8792</td>
<td>0.41378348</td>
</tr>
<tr>
<td>1/200</td>
<td>0.4137849</td>
<td>1.19365E-06</td>
<td>1.8833</td>
<td>0.41378335</td>
</tr>
<tr>
<td>1/400</td>
<td>0.4137837</td>
<td>3.22431E-07</td>
<td>1.8962</td>
<td>0.41378331</td>
</tr>
<tr>
<td>1/800</td>
<td>0.4137834</td>
<td>8.66232E-08</td>
<td>—</td>
<td>0.41378331</td>
</tr>
<tr>
<td>1/1600</td>
<td>0.4137833</td>
<td></td>
<td>—</td>
<td>0.41378330</td>
</tr>
<tr>
<td>$\phi (0.25, 0)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/100</td>
<td>0.3973398</td>
<td>5.22660E-06</td>
<td>1.8732</td>
<td>0.397332849</td>
</tr>
<tr>
<td>1/200</td>
<td>0.3973346</td>
<td>1.42667E-06</td>
<td>1.8831</td>
<td>0.397332681</td>
</tr>
<tr>
<td>1/400</td>
<td>0.3973332</td>
<td>3.86767E-07</td>
<td>1.8917</td>
<td>0.397332638</td>
</tr>
<tr>
<td>1/800</td>
<td>0.3973328</td>
<td>1.04231E-07</td>
<td>—</td>
<td>0.397332628</td>
</tr>
<tr>
<td>1/1600</td>
<td>0.3973327</td>
<td></td>
<td>—</td>
<td>0.397332625</td>
</tr>
<tr>
<td>$\phi (0.5, 0)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/100</td>
<td>0.3098369</td>
<td>9.79922E-06</td>
<td>1.7146</td>
<td>0.3098239</td>
</tr>
<tr>
<td>1/200</td>
<td>0.3098271</td>
<td>2.95875E-06</td>
<td>1.7403</td>
<td>0.3098231</td>
</tr>
<tr>
<td>1/400</td>
<td>0.3098241</td>
<td>8.93639E-07</td>
<td>1.7618</td>
<td>0.3098229</td>
</tr>
<tr>
<td>1/800</td>
<td>0.3098232</td>
<td>2.63507E-07</td>
<td>—</td>
<td>0.3098229</td>
</tr>
<tr>
<td>1/1600</td>
<td>0.3098229</td>
<td></td>
<td>—</td>
<td>0.3098228</td>
</tr>
<tr>
<td>$\phi (1, 0)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/100</td>
<td>0.1938271</td>
<td>4.14280E-06</td>
<td>1.8211</td>
<td>0.19382163</td>
</tr>
<tr>
<td>1/200</td>
<td>0.1938230</td>
<td>1.17242E-06</td>
<td>1.8407</td>
<td>0.19382144</td>
</tr>
<tr>
<td>1/400</td>
<td>0.1938218</td>
<td>3.27314E-07</td>
<td>1.8564</td>
<td>0.19382139</td>
</tr>
<tr>
<td>1/800</td>
<td>0.1938215</td>
<td>9.03931E-08</td>
<td>—</td>
<td>0.19382138</td>
</tr>
<tr>
<td>1/1600</td>
<td>0.1938214</td>
<td></td>
<td>—</td>
<td>0.19382137</td>
</tr>
<tr>
<td>Average current density at $Y = 0$</td>
<td>$\frac{1}{0.5} \int_{X=0}^{X=0.5} \frac{\partial \phi}{\partial x} , dX$</td>
<td>$\frac{1}{0.5} \int_{X=0}^{X=0.5} \frac{\partial \phi}{\partial x} , dX$</td>
<td>$\frac{1}{0.5} \int_{X=0}^{X=0.5} \frac{\partial \phi}{\partial x} , dX$</td>
<td>$\frac{1}{0.5} \int_{X=0}^{X=0.5} \frac{\partial \phi}{\partial x} , dX$</td>
</tr>
<tr>
<td>1/100</td>
<td>-0.600</td>
<td>5.39258E-03</td>
<td>0.8100</td>
<td>-0.6106</td>
</tr>
<tr>
<td>1/200</td>
<td>-0.605</td>
<td>3.07586E-03</td>
<td>0.8319</td>
<td>-0.6115</td>
</tr>
<tr>
<td>1/400</td>
<td>-0.609</td>
<td>1.72796E-03</td>
<td>0.8494</td>
<td>-0.6119</td>
</tr>
<tr>
<td>1/800</td>
<td>-0.610</td>
<td>9.59063E-04</td>
<td>—</td>
<td>-0.6121</td>
</tr>
<tr>
<td>1/1600</td>
<td>-0.611</td>
<td>—</td>
<td>—</td>
<td>-0.6122</td>
</tr>
</tbody>
</table>
Typically, dynamics are important for the electrolyte distribution. There are mainly two different ways to model electrolyte transport dynamics, namely dilute and concentrated solution theories.\textsuperscript{3} With the electroneutrality and equal species diffusivity assumptions for a binary electrolyte, using dilute solution theory, the governing equations and boundary conditions are given by Model 4.

Model 4

\[
\begin{aligned}
\frac{\partial \phi}{\partial t} &= \left( \frac{1}{\mathcal{L}_x^2} \right) \frac{\partial^2 \phi}{\partial x^2} + \left( \frac{1}{\mathcal{L}_y^2} \right) \frac{\partial^2 \phi}{\partial y^2} = 0 \\
\frac{\partial c_1}{\partial t} &= \left( \frac{1}{\mathcal{L}_x^2} \right) \frac{\partial c_1}{\partial x} + \left( \frac{1}{\mathcal{L}_y^2} \right) \frac{\partial c_0}{\partial x} = 0 \\
\frac{\partial c_0}{\partial t} &= \left( \frac{1}{\mathcal{L}_x^2} \right) \frac{\partial c_0}{\partial x} + \left( \frac{1}{\mathcal{L}_y^2} \right) \frac{\partial c_0}{\partial y} = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0
\end{aligned}
\]

At the electrode at \( Y = 0 \), the cation flux is set to the average value at the top of the domain. An additional error arises from the use of time integrator in simulating this model.

Poisson Nernst Planck (PNP) model—The electroneutrality assumption is not applicable for interfaces close to the electrodes.\textsuperscript{13} Even for a 1D problem, the PNP model is difficult to solve high precision near the electrodes.\textsuperscript{13} This suggests that incorporating the PNP into 2D models with singularity in the domains of interest cannot be currently resolved to machine precision easily. A well-defined model with time dynamics and boundary conditions for the domain studied can be written in the scaled form as:

Model 5

\[
\begin{aligned}
\frac{\partial c}{\partial t} &= \left( \frac{1}{\mathcal{L}_x^2} \right) \frac{\partial^2 c}{\partial x^2} + \left( \frac{1}{\mathcal{L}_y^2} \right) \frac{\partial^2 c}{\partial y^2} = -\frac{\partial \phi}{\partial t} \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \quad \text{at X} = 0, 1 \quad \text{at Y} = 0, 1
\end{aligned}
\]

where the dimensionless species concentrations, expressed in terms of “average concentration” and “net charge density”, are given by

\[
C = \frac{c_1 + c_2}{2}; \quad \rho = \frac{c_1 - c_2}{2}
\]

The Poisson’s equation introduces a parameter \( \varepsilon = \lambda_0/L_y \), which is the ratio of the thickness of the electrical double layer to the characteristic length scale of the system. Net electroneutrality is assumed, which is reasonable for most practical cases with \( \varepsilon \ll 1 \).\textsuperscript{14}

Moving boundary—The simple model for the potential in Model 3 can be modified to a moving boundary (MB) problem as solved earlier for the electrodeposition problem by Alkire et al.\textsuperscript{15} The problem statement is described as:

Model 6

\[
\begin{aligned}
\frac{\partial \phi}{\partial t} + \frac{\partial \phi}{\partial x} &= = 0 \\
\frac{\partial \phi}{\partial t} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \\
\frac{\partial \phi}{\partial x} + \frac{\partial \phi}{\partial y} &= = 0 \quad \text{at Y} = 0, 0 \leq X \leq 0.5
\end{aligned}
\]

The electrochemical reaction occurs at \( Y = 0 \) at \( \tau = 0 \). The velocity of the MB is related to the normal component of the local electrostatic potential gradient.
This well-defined problem can be used to march forward in time to see how the morphology changes with time. This front-capturing method involves re-meshing the domain of interest. Phase-field and level-set methods are alternatives that avoid remeshing when the boundary has moved. These methods retain the original domain of interest and modify the models to include a source term in the equation, which handles the transition from one phase to another. In addition, different transport properties (D) are used in different phases.

A very simple way to demonstrate this approach is the 1D model:

Model 7a

\[
\frac{\partial c}{\partial t} = \frac{\partial^2 c}{\partial x^2}
\]

\[
\frac{\partial c}{\partial x} = \delta \text{ at } x = 0
\]

\[
c = 1 \text{ at } x = 1
\]

\[
c = 1 \text{ at } t = 0 \text{ for all } X
\]

Applying a cell-centered finite difference scheme, Model 7a can be discretized as:

\[
\frac{dc_i(\tau)}{dt} = \frac{c_{i+1}(\tau) - 2c_i(\tau) + c_{i-1}(\tau)}{h^2} \quad 1 \leq i \leq N
\]

\[
c_i(0) = 1
\]

\[
c_i(\tau) - c_0(\tau) = \delta h
\]

\[
c_N(\tau) + c_{N+1}(\tau) = 2
\]

This model can be modified by moving the inhomogeneous boundary condition to the bulk of governing equation as:

Model 7b

\[
\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial x^2} + R
\]

\[
D = \begin{cases} 0 & X = 0 \\ 1 & 0 < X < 1 \end{cases}
\]

\[
R = \begin{cases} \frac{\delta}{h} & 0 \leq X < h \\ 0 & 0 < X \leq 1 \end{cases}
\]

Both models result in the same equations to be solved for time integration. High values of \(\delta\) typically require a small mesh size (h). If h is small, the reaction term R becomes very high. When the boundary moves with time, the parameters (D, R) and time stepping must be carefully handled.

All the methods are approximate at the moving interface, and more accurate away from the moving interface. For analytically defined moving boundaries, front-capturing methods are more accurate than front-tracking methods. If the moving boundaries are complicated and the numerical resolution is poor, front-tracking methods may be more convenient, but the potential efficiency gained from front-capturing methods can be significant. All the methods are likely to require very fine meshes close to the electrodes.

Microscale effects—Newman’s porous electrode theory models a porous electrode consisting of solid and liquid phase in an average sense. As a result, when detailed models are developed for both solid and liquid phases, with no source terms and averaged along the y-direction, the reaction at the solid-liquid interface becomes a source term. Detailed micro-scale electrode models can be more accurate, specifically due to their ability to correlate effective transport properties in p2D type models with electrode morphology. A recent article suggests that FEM and FVM arrive at different values for effective property calculations from micro-scale models, suggesting that grid convergence (in particular to machine precision) is perhaps not possible. Phase-separation dynamics in electrode particles are yet another class of physics that result in numerical challenges.

We now present some examples.

Pressure models—kinetics—The simple 2D model for \(\phi\) with kinetics can be coupled with detailed pressure models, typically for the purpose of modifying the kinetics at the surface of the electrode. The problem formulation is given as:

Model 8a

\[
\left( \frac{\partial \phi}{\partial t} \right) + \frac{\partial}{\partial x} \left( \frac{\rho u_x}{\rho} \right) = \frac{\partial}{\partial y} \left( \frac{\rho u_y}{\rho} \right) = 0
\]

\[
\left( \frac{\partial^2 \sigma_{xx}}{\partial x^2} \right) + \left( \frac{\partial^2 \sigma_{yy}}{\partial y^2} \right) + \left( \frac{1}{1 - 2\nu} \right) \left( \frac{\partial^2 \sigma_{xy}}{\partial x \partial y} \right) = 0
\]

\[
\left( \frac{\partial^2 \sigma_{xx}}{\partial x^2} \right) + \left( \frac{\partial^2 \sigma_{yy}}{\partial y^2} \right) + \left( \frac{1}{1 - 2\nu} \right) \left( \frac{\partial^2 \sigma_{xy}}{\partial x \partial y} \right) = 0
\]

\[
\frac{\partial \sigma_{xx}}{\partial x} = \delta \text{ at } X = 0, 1
\]

\[
\frac{\partial \sigma_{yy}}{\partial y} = \delta \text{ at } Y = 0, 0.5 < X \leq 1
\]

\[
\phi = 0; \ u_{x,0} = 0; \ u_{y,0} = 0; \ u_{x,1} = 0; \ u_{y,1} = 0
\]

\[
\frac{\partial}{\partial x} \left( \frac{\partial \sigma_{xx}}{\partial x} \right) = \frac{\partial}{\partial y} \left( \frac{\partial \sigma_{yy}}{\partial y} \right) = P_{\text{ext, scaled}}(Y_i)
\]

\[
\begin{align*}
\sigma_{11,1} &= \frac{\partial \sigma_{xx}}{\partial x} \bigg|_{X} + \frac{2\nu}{1 - 2\nu} \left( \frac{\partial \sigma_{yy}}{\partial y} \bigg|_{X} \right. \\
\sigma_{22,1} &= \frac{\partial \sigma_{yy}}{\partial y} \bigg|_{X} + \frac{2\nu}{1 - 2\nu} \left( \frac{\partial \sigma_{xx}}{\partial x} \bigg|_{X} \right) \\
\sigma_{12,1} &= \frac{\partial \sigma_{xy}}{\partial x} \bigg|_{X} + \frac{2\nu}{1 - 2\nu} \left( \frac{\partial \sigma_{xy}}{\partial y} \bigg|_{X} \right) \\
\end{align*}
\]

\[
P = - (\sigma_{11,1} \phi^2 + \sigma_{12,1} \phi \lambda_{B,1} \phi) - \frac{\phi}{\gamma} \left( \sigma_{11,1} \phi^2 + \sigma_{12,1} \phi \lambda_{B,1} \phi \right)
\]

\[
- \left( \frac{\phi}{\gamma} \right) \left( \sigma_{22,1} \phi^2 + \sigma_{21,1} \phi \lambda_{B,1} \phi \right) - \left( \sigma_{22,1} \phi^2 + \sigma_{21,1} \phi \lambda_{B,1} \phi \right)
\]

at \(Y_i = 0, 0 \leq X_i \leq 0.5\)

\[
i \in \{s, \text{ Li} \}
\]

\[
j \in \{1, 2\}
\]
where the externally applied pressure is scaled with $G_s$ as $P_{ext,scaled} = \frac{P_{ext}}{G_s}$.

The MB equations are specified as a separate sub-model:

**Model 8b**

\[
\begin{align*}
\frac{\partial n_X}{\partial t} &= -2 \left( \frac{l_2}{l_1} \right) i_{0,def} \sinh \left( \frac{x}{l} \right)n_X; \\
\frac{\partial n_Y}{\partial t} &= -\left( 1 + \frac{\partial n}{\partial x} \right) \frac{\partial n}{\partial x} + \left( \frac{l_2^2}{l_1^2} \right) \frac{\partial n}{\partial x} \left( \frac{\partial^2 n}{\partial x^2} \right); \\
\eta &= V_{mode} - \phi = 1 - \phi \\
\end{align*}
\]

where $u_{x,s}$ and $u_{y,s}$ are the scaled x and y-components of the displacement, respectively.

The scaled exchange current density $i_{0,scaled}$ is modified as

\[
\begin{align*}
i_{0,def} &= i_{0,scaled} e^{-\beta P} \\
\beta &= -G_s \zeta \\
\zeta &= \frac{V - (1 - \xi) \Delta L}{4RT} \tag{[19]}
\end{align*}
\]

where $P$ denotes scaled value of the hydrostatic pressure at the electrode-electrolyte interface and $\beta$ is a dimensionless enhancement factor.

The deformation of the Li metal is given by *Model 8c*, expressed in a separate coordinate system ($X_2, Y_2$).

**Model 8c**

\[
\begin{align*}
\frac{\partial^2 u_{x,Li}}{\partial x^2} + \frac{\partial^2 u_{x,Li}}{\partial y^2} + \frac{1}{1 - \gamma_{x,Li}} \frac{\partial^2 u_{y,Li}}{\partial x^2} \frac{\partial^2 u_{y,Li}}{\partial y^2} &= 0 \\
\frac{\partial^2 u_{y,Li}}{\partial x^2} + \frac{\partial^2 u_{y,Li}}{\partial y^2} + \frac{1}{1 - \gamma_{y,Li}} \frac{\partial^2 u_{x,Li}}{\partial x^2} \frac{\partial^2 u_{x,Li}}{\partial y^2} &= 0 \\
\end{align*}
\]

**Porous electrodes—Tortuosity—** Assuming that the solid particles are perfect spheres, simplified spatially resolved micro-scale model equations for the electrolyte and particle phases are given by *Models 9a* and *9b*, respectively:

**Model 9a—Electrolyte phase**

\[
\begin{align*}
\frac{\partial \phi}{\partial t} &= \left( \frac{l_2^2}{l_1^2} \right) \frac{\partial^2 \phi}{\partial x^2} + \frac{\partial^2 \phi}{\partial y^2} \\
\frac{\partial \phi}{\partial x} &= 0 \quad \text{at } X = 0, \text{ and } 0 \leq X \leq 1 \\
\frac{\partial \phi}{\partial X} &= 0 \\
\frac{\partial \phi}{\partial Y} &= 0 \quad \text{at } Y = 1 \text{ and } 0 \leq Y \leq 1 \\
\frac{\partial \phi}{\partial Y} &= 0 \\
\frac{\partial \phi}{\partial Y} &= 0 \quad \text{at } Y = 0 \text{ and } 0.5 \leq X \leq 1 \\
\frac{\partial \phi}{\partial Y} &= 0 \\
\end{align*}
\]

\[
\phi = 0 \quad \text{at } X = 0 \text{ and } 0 \leq X \leq 0.5 \tag{[21]}
\]

**Model 9b—Particle phase**

\[
\begin{align*}
\frac{\partial n_{X,i}}{\partial t} &= \frac{D_{c,L} n}{\partial x} + \frac{D_{c,L} n}{\partial y} \left( \frac{F}{c_{i} R T} \right) \\
\end{align*}
\]

where the subscript $i$ is used to denote the $i^{th}$ solid particle, and $N_p$ denotes the total number of solid particles in the domain.

The two sub-models are coupled through the boundary conditions on the surfaces of all of the electrolyte phase variables applied in an average sense along the particle circumference. A uniform solid-phase potential $\phi_s(\tau)$ is also assumed.

**Simulation and numerical aspects**—This section briefly states the important numerical and simulation aspects relevant for solving the models described, and in general for battery models. Each of the topics can be a separate critical review by itself, and only few personal perspectives are mentioned here.
Spatial discretization—Only FEM is discussed in depth for Models 1 and 2. Many spatial discretization methods exist, including finite difference methods (constant grid, variable grid, higher order), finite volume methods, spectral methods, and global and local FEM (strong form, weak form, orthogonal collocation). All these methods result in a system of algebraic equations for steady-state models, and a system of differential-algebraic equations (DAEs) for models with time dynamics. Adaptive meshing can be used for the spatial discretization of the domain.

Linear solver—A linear solver plays a critical role in the simulation of battery models. Even for the simple linear problems (Models 1 and 2), direct sparse solvers can be used only up to 1000 × 1000 elements, after which multigrid iterative methods are more efficient, which require solving the model repeatedly with different element sizes.25 Gaussian elimination26 used in the early days is replaced by banded solvers,27 particularly for one-dimensional PDEs. For 2D problems, banded solvers are not optimal, and sparse iterative and direct solvers are used.28 COMSOL Multiphysics recommends the use of sparse direct solvers up to 500,000 degrees of freedom (DOFs).25 GMRES and iterative solvers are preferred for larger number of DOFs. For Krylov-type efficient iterative solvers, good preconditioners are needed.29 Often, knowing the physics of the problem and solving a simpler problem helps in identifying a good preconditioner.

Time-integrators—Discretization of battery models results in stiff partial differential algebraic equations (PDAEs). Once the spatial discretization is chosen, the resulting set of DAEs can be integrated in time with adaptive solvers using Method of Lines (MOL).20 There are multiple variations, possibilities, and demands for these solvers. For example, Backward difference methods (BDF),30–32 as implemented in DASP5 and IDA, offer efficient simulation of index-1 DAE arising from PNP equations (Model 4). Model 3 is strictly an index-2 DAE (if electroneutrality is not used to eliminate one of the concentration variables), which is best solved using RADAU5, an implicit Runge–Kutta method.33

It should be noted that a particular spatial discretization approach providing a particular order of accuracy for steady-state models may not provide the same order of accuracy in a MOL framework. In addition, all the time-integrators will not provide the expected order of accuracy in temporal discretization for the numerical simulation of PDAEs, in particular close to the boundaries, which are of interest for battery models. For example, while BDF methods can integrate stiff DAEs, the same approach, when used for temporal discretization in a simultaneous approach framework, loses order of accuracy (and yields unstable results) even for simple ODEs.34

Programming environment—Implementation of a particular algorithm in C++ or FORTRAN is likely to be more efficient compared to implementation in user-friendly platforms such as Maple or MATLAB. However, the learning curve for beginners is steeper. The platform and software used have effects on computational efficiency of a particular algorithm. While C can be faster than MATLAB, the Ab command in MATLAB seems to be well optimized for large-scale systems compared to open-source linear solvers. Some of the robust linear solvers/DAE solvers have restrictive licenses.

Boundary conditions—When micro-scale models are used in the literature, it is a common practice to use a bulk condition for the electrolyte away from the domain of interest. A bulk flux condition is more appropriate as that will conserve mass. Some of the past work involves resolving the boundary layers by developing approximate boundary conditions.4,15 High rates typically mean non-uniform current distributions, and both macro- and micro-scale models should be ideally solved without approximations. Even for the standard p2D models, for galvanostatic conditions, specifying solid- or liquid-phase potential to a particular value is required for the model to be well-posed for simulation. While the location for specifying the potential value is arbitrary, this has a subtle but important effect in optimizing simulation algorithms for robustness and efficiency depending on the discretization scheme used.

Battery management system (BMS) and real-time control—Recently, detailed models have been solved in real-time for control and design purposes.36–41 This was built on decades of research from multiple teams applying best possible algorithms for discretization in x, t and careful mathematical analysis to reduce the number of states. This progress was facilitated by (1) a detailed model and open-source code published in 1993 by Newman’s group,42 (2) multiple groups attempting to simulate the same model more efficiently by introducing different reformulation and model reduction approaches,55–57 and (3) the battery community applied (1) and (2) for validating model predictions with experimental data for a wide range of applications, chemistries, and form-factors.35,58 A similar approach is possible for detailed 2D and micro-scale models but will probably require many additional mathematical techniques and validation. For example, moving to the conformed coordinate enables higher order of accuracy for Model 2 using FEM or any spatial discretization approach. Similarly, Richardson extrapolation can provide 6 digits of accuracy for Model 1 even with less than 300 × 300 elements.

Parameter estimation and system engineering approaches require fast, efficient, and robust simulation of models. Many of the transport and kinetic parameters in the battery models are nonlinear and strongly affect the performance of batteries. The two main optimization-based methods for estimation and control are simultaneous and sequential approaches. If the underlying numerical scheme is not accurate enough, any method used to estimate parameters or perform optimal control (Bayesian estimation, MCMC, online and offline optimal control, surrogate model development) will likely fail or provide sub-optimal results. Even a gain of 0.01% per cycle will have a significant impact on battery performance. Machine precision is not needed as instruments have error in measurement; however, efficient and robust simulation to arrive at a relative tolerance of 1E-6 for the variables (and sensitivities with respect to parameters) requires careful analysis of different algorithms. Speed is essential in optimization- and model-based BMS frameworks for batteries that require real-time simulations for more than 1000s of cycles with different possible operating protocols.

Conclusions and Future Needs

At first, two simple 2D models, for primary and secondary current distributions, are presented and solved using FEM. These simple models suggest the critical need for grid convergence analysis. These models were modified to incorporate additional mechanisms and physics. Detailed, stand-alone, and well-defined models are provided as examples for numerical analysts to benchmark accuracy, and computational efficiency. Our recommendations are

1. Perform and provide rigorous grid convergence results and mention the precision obtained. This grid convergence exercise should be performed at multiple locations in the domain.
2. Use finer mesh near the singular points and coarser mesh away from the singular points. In addition, use lower order methods near the singular points and higher order methods elsewhere.
3. Ideally, solve any multiscale model at least with two different methods to make sure the results have converged at least qualitatively.
4. Pay attention to every numerical detail for best possible efficiency and robustness—method for spatial discretization, method for time-integration, linear solver, method for Jacobian calculation, software and hardware environment, etc. The list of considerations is long, and answered best using the global
objective in hand, e.g., does the potential (or fade, power etc.) predicted by the model match the experimental data?

(5) We strongly encourage careful calculation and analysis of the numerical error considering all different sources of error, explicitly providing these values, precisely defining the error calculated, and possibly providing details in a separate section. The error should be calculated with respect to an analytical solution wherever possible.

A webpage with numerical methods and results will be maintained by VS. Link to the extended arXiv version of this article can be found on the same webpage. URL: http://sites.utexas.edu/maple/
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