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The present research investigated whether test-enhanced learning can be used to promote transfer. More specifically, 4 experiments examined how repeated testing and repeated studying affected retention and transfer of facts and concepts. Subjects studied prose passages and then either repeatedly restudied or took tests on the material. One week later, they took a final test that had either the same questions (Experiment 1a), new inferential questions within the same knowledge domain (Experiments 1b and 2), or new inferential questions from different knowledge domains (Experiment 3). Repeated testing produced superior retention and transfer on the final test relative to repeated studying. This finding indicates that the mnemonic benefits of test-enhanced learning are not limited to the retention of the specific response tested during initial learning but rather extend to the transfer of knowledge in a variety of contexts.
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question. Repeated testing with different questions should promote encoding variability, which increases the probability of future retrieval by creating multiple retrieval routes in memory (Bower, 1972; Estes, 1955; Martin, 1968). As a result, encoding variability may also increase the probability of successful transfer. Before describing the present research, I provide the rationale for the project and then review some of the evidence that supports the efficacy of test-enhanced learning.

Rationale for the Present Research

In the literature on transfer of learning, the degree of similarity between the contexts of initial learning and transfer is an important factor in determining whether or not transfer occurs (e.g., Holyoak & Koh, 1987; see Barnett & Ceci, 2002). Research on human memory and learning provides the same conclusion: The degree of overlap between encoding and retrieval is critical to determining successful memory performance. Two different but related theories of human memory articulate this idea: the encoding specificity principle and transfer-appropriate processing. The encoding specificity principle states that a retrieval cue will be effective to the extent that it overlaps with features (or elements) in the memory trace (Tulving, 1983). Similarly, the concept of transfer-appropriate processing states that memory performance is determined by the degree of overlap between the processes engaged during encoding and those required at retrieval (Morris, Bransford, & Franks, 1977). Although the contextual nature of human memory likely precludes the formation of any general laws (Roediger, 2008), these theories are arguably the most effective at providing an explanation for the complex findings in memory research.

As these two theories state and the results of many experiments clearly show, a match between encoding and retrieval is critical to successful memory performance; however, “goodness” of encoding also matters. Some encoding tasks produce better retention of declarative knowledge than others, and the best memory performance is generally found when the processes engaged and cues given at retrieval match these encoding tasks (e.g., Fisher & Craik, 1977; Moscovitch & Craik, 1976). In the words of Moscovitch and Craik (1976), “encoding operations establish a ceiling on potential memory performance, and retrieval cues determine the extent to which that potential is utilized” (p. 455).

In the transfer literature, there is some evidence that the conditions of initial learning can influence the direction and magnitude of transfer. Numerous studies have shown that a greater degree of initial learning generally increases positive transfer (e.g., Bruce, 1933; see Ellis, 1965), as does increasing the number and variability of training problems (e.g., Bassok & Holyoak, 1989; Gick & Holyoak, 1983; see Kimball & Holyoak, 2000). These findings suggest that learning tasks that increase the retention of information and create multiple retrieval routes in memory produce better transfer. That is, when there are multiple ways to access information in memory, it increases the likelihood of a match between the memory trace and the cues presented in the transfer task.

Test-Enhanced Learning: A Potential Mechanism for Promoting Transfer

Initial learning conditions that produce long-term retention of knowledge should increase the potential for successful transfer, especially when that knowledge can be flexibly retrieved using a variety of cues. Thus, test-enhanced learning may be a highly effective method for promoting transfer. As described briefly above, test-enhanced learning is predicated on the finding that retrieving information from memory produces superior long-term retention, a robust phenomenon that has been replicated many times (for a review, see Roediger & Karpicke, 2006a). Although testing is often conceptualized as a neutral event, the act of retrieving information from memory actually changes memory (e.g., Bjork, 1975), increasing the probability of successful retrieval in the future (e.g., Karpicke & Roediger, 2008).

One idea for enhancing the mnemonic benefits of testing is introducing encoding variability during repeated testing. Encoding variability is thought to produce better retention because it increases the number of potential retrieval routes, thereby increasing the probability of a match with whatever cue is presented at retrieval (Bower, 1972; Estes, 1955; Martin, 1968). Many factors can contribute to variability in encoding of to-be-remembered material, from changes in the way in which the material is perceived (e.g., modality of presentation) or processed (e.g., experimental task) to differences in internal (e.g., neuronal activity) or external environment (e.g., location). If testing can be used to promote encoding variability, the result should be knowledge that can be accessed with a variety of retrieval cues.

Previous Research on Testing and Transfer

Within the testing-effect literature, the vast majority of studies have assessed the benefits of retrieval practice with a final test containing a verbatim re-presentation of the same questions used on the initial test. However, there are several studies that have attempted to assess whether the benefits of testing transfer to other types of questions. Some studies have found a benefit of initial testing relative to studying on a final test that consisted of rephrased versions of the questions from the initial tests (e.g., McDaniel, Anderson, Derbish, & Morrisette, 2007). Similarly, a handful of studies have shown that initial testing of paired associates in one direction (A → ?) leads to better performance on a final test in which the pair is tested in the opposite direction (? → B) relative to studying both members of the pair (A–B) during the initial learning phase (e.g., Carpenter, Pashler, & Vul, 2006; Kanak & Neuner, 1970). Technically speaking, the results of these studies demonstrate that testing promotes transfer; however, the new context to which knowledge is transferred is almost identical to the original context.

In a recent study, Rohrer, Taylor, and Sholar (2010) explored whether testing promoted transfer to a final test that consisted of new questions when the correct responses remained the same as those on the initial test. Rohrer et al. had elementary school students study two fictional maps that included various regions (Experiment 1) or cities (Experiment 2). After studying the maps, the students took a test on one map (matching the name of the regions or cities to the location) and restudied the other map. Later, they received both a final retention test and a final transfer test for each map. In Experiment 1, both final tests involved labeling a blank version of the map—the critical difference was that a list of the region names was presented on the retention test but not on the transfer test. In Experiment 2, the retention test involved labeling a blank version of the map from a list of the city names. In

...
contrast, the transfer test consisted of questions in which students were given the names of two cities and had to recall the name of the city lying along the shortest route between those two cities. Both experiments showed that taking an initial test produced better transfer than restudying the map.

In another recent study, Johnson and Mayer (2009) investigated whether initial testing would promote superior transfer to a final test that consisted of new inferential questions that required new responses. Subjects watched a multimedia slide show about lightning formation, and then they either received a retention test, received a transfer test, or restudied the slide show. One week later, all subjects took a final test that consisted of both retention and transfer questions. All of the final test questions were the same as those that had appeared on the initial retention and transfer tests, except for two new transfer questions. The results showed that taking an initial transfer test led to superior performance on the two new transfer questions relative to restudying the slide show or taking an initial retention test (the latter two conditions produced roughly equivalent performance). However, there are two methodological issues that complicate the interpretation of these findings. First, three of the four transfer questions on the final test required slightly different applications of the same information and thus were not independent measures of transfer. Second, the retention question was always given before the transfer questions, which means that performance on the transfer questions was confounded because both types of questions tested the same material.

A few other studies have investigated whether initial testing leads to better performance on new inferential questions about previously untested material. For example, Chan, McDermott, and Roediger (2006; see too Chan, 2009, 2010) found that testing can benefit the retention of nontested but related material, a phenomenon that they termed retrieval-induced facilitation. One explanation for this finding is that people occasionally retrieve related information when answering questions on a test (but not when restudying the material) and that this covert retrieval practice enhances performance on a later test for this related information. Similarly, both Foos and Fisher (1988) and McKenzie (1972) used a final transfer test that consisted of new inferential questions about information that had not been previously tested. However, it was unclear in these two studies whether the information tested by the new questions was related to previously tested information and, if so, how the various pieces of information were related.

Only one study has examined whether encoding variability can be used to promote transfer with verbal materials. Goode, Geraci, and Roediger (2008) had subjects either repeatedly solve the same anagram (e.g., LDOOF, to which the answer is FLOOD) or repeatedly solve different variations of an anagram (e.g., DOLOF, FOLOD, and OOFLD) that was later tested. Goode et al. found that practice with different variations of an anagram led to a higher proportion of correct solutions on a final test relative to repeated practice with the same anagram, even when the anagram on the final test was one that had been repeatedly practiced. This finding suggests that encoding variability can be used to promote transfer of learning with verbal materials. Nevertheless, the evidence is still limited because relatively few studies have investigated how initial testing, either with or without variable encoding, influences performance on a subsequent transfer test.

**Introduction to Experiments**

The present research was designed to build upon these previous studies by investigating how the conditions of initial learning affect retention and transfer of knowledge. All four experiments used the same general procedure during the initial learning phase: Subjects studied passages about a variety of topics, and then they repeatedly restudied some passages and repeatedly took a test on other passages. The series of experiments was designed to explore progressively greater degrees of transfer. In Experiment 1a, the final test consisted of repeated questions (i.e., a verbatim representation of the questions that had been on the initial tests) to demonstrate that testing improves retention of information relative to restudying the passages. In Experiments 1b and 2, the final test consisted of new inferential questions from the same knowledge domain to assess whether testing would produce better transfer than restudying. The new inferential questions required subjects to apply the knowledge that they had learned during the initial session to answer a related question from the same domain. In Experiment 3, the final test consisted of new inferential questions from different knowledge domains to explore whether testing would promote transfer across domains.

**Experiments 1a and 1b**

Experiments 1a and 1b investigated whether repeated testing produces better retention and transfer, respectively, than repeated studying. The experiments also explored whether a testing procedure that promoted encoding variability by using rephrased versions of the questions would lead to better retention and transfer relative to the standard testing procedure. Both experiments consisted of two sessions, which were spaced 1 week apart. In an initial learning session, subjects studied a set of six passages about a variety of topics. Then, they repeatedly restudied two of the passages (restudy passages), repeatedly took the same test on another two passages (same test), and repeatedly took different tests on the other two passages (variable test). One week later, subjects returned to the lab for the final test that assessed retention (Experiment 1a) or transfer (Experiment 1b) of information from the passages. Table 1 contains a schematic representation of the design.

**Method**

**Subjects and design.** A total of 48 undergraduate psychology students at Washington University in St. Louis (St. Louis, MO) participated for course credit or pay (24 subjects in each experi-

<table>
<thead>
<tr>
<th>Table 1</th>
<th>A Design Schematic of the General Procedure Used in Experiments 1a and 1b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition</td>
<td>Initial learning session</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>Same test</td>
<td>S</td>
</tr>
<tr>
<td>Variable test</td>
<td>S</td>
</tr>
<tr>
<td>Restudy passages</td>
<td>S</td>
</tr>
</tbody>
</table>

*Note.* S = study; T = test; subscript refers to the version of the test question: A, B, or C.
ment; paid subjects received $30 for participating). All subjects were treated in accordance with the “Ethical Principles of Psychologists and Code of Conduct” put forth by the American Psychological Association (2002).

Both experiments had a 3 (type of initial learning: restudy passages, same test, variable test) × 2 (type of initial test question: factual, conceptual) within-subjects design. Each variable was manipulated within subjects but between materials. The main dependent variable in Experiment 1a was performance on repeated questions (i.e., previously tested factual and conceptual questions) on the final test. The main dependent variable in Experiment 1b was performance on new inferential questions from the same knowledge domain on the final test. In addition, there was a set of control questions that was included on the final test in both experiments.

Materials and counterbalancing. The materials for both experiments consisted of six passages about a variety of topics (e.g., bats) and an associated set of questions. The passages were developed using information obtained from three online sources (www.en.wikipedia.org, www.encyclopedia.com, and www.howstuffworks.com). Each passage was approximately 1,000 words in length and arranged into eight paragraphs. Four facts and four concepts were identified in each passage. In every passage, each of the eight paragraphs contained either a single fact or a single concept. For the purposes of the present research, a fact was defined as a piece of information that was presented within a single sentence, while a concept was defined as a piece of information that was abstracted from multiple sentences. These definitions were developed in consultation with the taxonomy of educational objectives put forth by Bloom and colleagues (e.g., Bloom, 1956).

Next, a question was developed for each fact and concept. All questions were in cued-recall format, and the correct response to each question was generally between one and three sentences in length. An example of a factual question is the following: “Bats are one of the most prevalent orders of mammals. Approximately how many bat species are there in the world?” (Answer: “More than 1,000 bat species have been identified.”) In contrast, an example of a conceptual question is the following: “Some bats use echolocation to navigate the environment and locate prey. How does echolocation help bats to determine the distance and size of objects?” (Answer: “Bats emit high-pitched sound waves and listen to the echoes. The distance of an object is determined by the time it takes for the echo to return. The size is calculated by the intensity of the echo; a smaller object will reflect less of the sound wave and thus produce a less intense echo.”)

In addition, two rephrased versions of each question were created for use during initial testing in the variable-test condition. For each rephrased version of the question, the question stem was reworded, but the correct response remained the same. A rephrased version of the factual question given as an example above is the following: “Chiroptera is the name of the order that contains all bat species. What is the approximate number of bat species that exist?” (Answer: Same as above.) A rephrased version of the conceptual question given as an example above is the following: “Echolocation enables some bats to fly around and hunt their prey in the darkness with great precision. How can bats judge how far away an object is and how big it is through echolocation?” (Answer: Same as above.) Also, a control set of questions was created to test information contained in the passages but not tested in either the same-test or variable-test conditions. Two control questions were developed for each passage. For example, a control question was “Bats play an important role in many ecosystems by keeping insect populations in check. What else do they do in ecosystems?” (Answer: “Bats are also plant pollinators. Many species feed on plant nectar, gathering pollen on their bodies as they feed, which helps the plant to disperse its seed.”) In terms of content, the information tested by these control questions was factual and did not overlap with the other items described above.

A set of inferential questions was developed to assess transfer on the final test in Experiment 1b. For each fact and concept, an inferential question was created that required the application of the fact or concept within the same knowledge domain (Bloom, 1956). For example, the inferential question related to the factual question given above is the following: “There are about 5,500 species of mammals in the world. Approximately what percent of all mammal species are species of bat?” (Answer: “If there are about 5,500 species of mammals and more than 1,000 species of bat, then bats account for approximately 20% of all mammal species.”) The inferential question related to the conceptual question given above is the following: “An insect is moving towards a bat. Using the process of echolocation, how does the bat determine that the insect is moving towards it (i.e., rather than away from it)?” (Answer: “The bat can tell the direction that an object is moving by calculating whether the time it takes for an echo to return changes from echo to echo. If the insect is moving towards the bat, the time it takes the echo to return will get steadily shorter. Also, the intensity of the sound wave will increase because the insect will reflect more of the sound wave as it gets closer.”)

The experiments were counterbalanced in two ways. First, two orders of the six passages were created to vary the position in which the passages were presented. Second, three orders of the initial learning conditions were created to ensure that each learning condition occurred equally often in each possible presentation position across subjects. These various orders were combined factorially to form six versions of each experiment. Overall, the counterbalancing ensured that, across subjects, each passage was used in each initial learning condition an equal number of times.

Procedure. Both experiments were conducted on a computer using E-Prime software (Schneider, Eschman, & Zuccolotto, 2002) and involved two sessions, spaced 1 week apart. In the first session, subjects began by studying all the passages. Each passage was presented two paragraphs at a time (approximately 250 words), with each pair of paragraphs appearing on the screen for 60 s. Thus, a total of 4 min was given to study each passage (pilot testing indicated that this amount of time was sufficient for subjects to read through the whole passage at a comfortable pace). Then, depending on the version of the experiment to which subjects were assigned, they repeatedly restudied some passages and took tests on the other passages in the same order as the passages were initially presented. Thus, each repeated study of a text and each repeated test on a text were spaced out in time. Passages that were restudied were presented in the same manner as before (i.e., 60 s per pair of paragraphs, etc.). On the tests, subjects were asked to produce a response to every question, even if they had to guess (i.e., forced report). Responses to the questions were entered into the computer using the keyboard. After each question, subjects received feedback that consisted of a re-presentation of the question and the correct response. No time limit was given to answer
each question and review the feedback, but subjects were encouraged to work quickly (and accurately).

One week after the first session, subjects returned to take a final test that was cued-recall format, self-paced, and forced report. In Experiment 1a, the final test consisted of repeated questions from the initial test conditions, questions about the passages in the restudy-passages condition, and control questions (see Materials). The version of the question that was tested on the final test was always the version that was given on the first of the three initial tests in the same-test and variable-test conditions (i.e., Version A or Tp, on the schematic representation of the design; see Table 1). In Experiment 1b, the final test consisted of new inferential questions from the same domain (see Materials and Counterbalancing). After the final test, subjects were fully debriefed and dismissed.

Results

All results, unless otherwise stated, were significant at the .05 level. Pairwise comparisons were Bonferroni corrected to the .05 level. Eta squared (Pearson, 1911) and Cohen’s d (Cohen, 1988) are the measures of effect size reported for all significant effects in the analyses of variance (ANOVAs) and t-test analyses, respectively. A Geisser–Greenhouse correction was used for violations of the sphericity assumption of ANOVA (Geisser & Greenhouse, 1958).

Scoring. A research assistant and I independently scored 20% of the cued-recall responses for each experiment. We used a coding scheme that identified the key pieces of information from the idealized correct answer that a given response must contain to be scored as correct. Each response was scored as either correct or incorrect (no partial credit was given). Both scorers were masked to condition and coded all the responses for a given question together to increase consistency in scoring. Cohen’s kappa (Cohen, 1960) was calculated to assess interrater reliability. Reliability was high for both Experiment 1a (κ = .88) and Experiment 1b (κ = .87), so I resolved the few disagreements for each data set and then scored the remaining responses alone.

Initial tests. Table 2 shows the proportion of correct responses on the three initial cued-recall tests as a function of question type and initial learning condition for Experiments 1a and 1b. In both experiments, the proportion of correct responses produced by subjects increased on each successive test, presumably because they used the feedback to correct their errors. The gains in performance from Test 1 to Test 2 were larger than the gains from Test 2 to Test 3, indicating the negatively accelerated curvilinear relationship that is typically observed in multitrial learning experiments (e.g., Ebbinghaus, 1885/1964). This pattern of increasing performance held for both factual and conceptual questions in each test condition.

Performance on the factual and conceptual questions was analyzed separately via 3 (test: 1, 2, 3) × 2 (initial learning condition: same test, variable test) repeated measures ANOVAs. For the factual questions in Experiment 1a, there was a significant main effect of test, $F(2, 46) = 221.22$, $MSE = .01$, $\eta^2 = .67$, for which the quadratic trend was also significant, $F(1, 23) = 52.26$, $MSE = .01$, $\eta^2 = .24$, confirming the observation that learning increased more from Test 1 to Test 2 than from Test 2 to Test 3. Neither the main effect of initial learning condition, $F(1, 23) = 2.59$, $MSE = .06$, $p = .12$, nor the interaction was significant ($F < 1$). The same pattern of results emerged for factual questions in Experiment 1b. There was a significant main effect of test, $F(2, 46) = 110.50$, $MSE = .03$, $\eta^2 = .66$, and a significant quadratic trend confirmed the observation of a curvilinear increase in performance across the three tests, $F(1, 23) = 26.71$, $MSE = .02$, $\eta^2 = .26$. However, neither the main effect of initial learning condition, $F(1, 23) = 1.73$, $MSE = .04$, $p = .20$, nor the interaction was significant ($F < 1$).

For the conceptual questions in Experiment 1a, an ANOVA revealed a significant main effect of test, $F(2, 46) = 101.54$, $MSE = .02$, $\eta^2 = .55$, as well as a significant quadratic trend, $F(1, 23) = 12.80$, $MSE = .02$, $\eta^2 = .07$. Neither the main effect of initial learning condition nor the interaction was significant ($F < 1$). Experiment 1b yielded the same pattern of results for conceptual questions: a significant main effect of test, $F(2, 46) = 107.42$, $MSE = .02$, $\eta^2 = .48$, for which there was also a significant curvilinear trend, $F(2, 23) = 37.00$, $MSE = .01$, $\eta^2 = .09$. No other effects were significant ($F < 1$).

Final test. Figure 1 shows the proportion of correct responses on the final cued-recall test as a function of question type and initial learning condition for Experiment 1a (top panel) and Experiment 1b (bottom panel). In Experiment 1a, performance was

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Proportion of Correct Responses on the Three Initial Cued-Recall Tests as a Function of Question Type and Initial Learning Condition for Experiments 1a, 1b, 2, and 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>Question type</td>
</tr>
<tr>
<td>1a</td>
<td>Factual</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Conceptual</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>1b</td>
<td>Factual</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Conceptual</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Factual</td>
</tr>
<tr>
<td></td>
<td>Conceptual</td>
</tr>
<tr>
<td>3</td>
<td>Conceptual</td>
</tr>
</tbody>
</table>
roughly equivalent in the same-test and variable-test conditions, but both testing conditions produced a greater proportion of correct responses than the restudy-passages condition. This pattern of performance held for both types of question. Experiment 1b yielded a similar pattern of results despite the change in the questions on the final test (i.e., new inferential questions rather than repeated questions). Performance was highest in the two initial testing conditions, both of which produced superior transfer relative to the restudy-passages condition. However, the possibility of superior transfer in the variable-test condition was not borne out: The same-test and variable-test conditions produced roughly equivalent performance. This pattern of results held for both the factual and conceptual transfer questions.

Performance on factual and conceptual questions was analyzed with separate one-way (initial learning condition: restudy passages, same test, variable test) repeated measures ANOVAs. For the factual repeated questions in Experiment 1a, there was a significant effect of initial learning condition, $F(2, 46) = 70.18$, $MSE = .03, \eta^2 = .75$. Planned pairwise comparisons revealed that both the same-test condition and the variable-test condition produced a significantly greater proportion of correct responses relative to the restudy-passages condition, $.76$ versus $.27: \hat{\imath}(23) = 9.97, SEM = .05, d = 2.13$, and $.75$ versus $.27: \hat{\imath}(23) = 10.40, SEM = .05, d = 2.09$, respectively. However, there was no significant difference between the same-test and variable-test conditions ($t < 1$). For the factual inferential questions in Experiment 1b, there was also a main effect of initial learning condition, $F(2, 46) = 16.73, MSE = .04, \eta^2 = .42$. Planned pairwise comparisons confirmed that both the same-test and variable-test conditions produced better transfer than the restudy-passages condition, $.60$ versus $.30: \hat{\imath}(23) = 5.74, SEM = .05, d = 1.03$, and $.57$ versus $.30: \hat{\imath}(23) = 4.38, SEM = .06, d = 0.93$, respectively. However, performance did not differ significantly between the two testing conditions ($t < 1$).

For the repeated conceptual questions in Experiment 1b, there was a significant main effect of initial learning condition, $F(2, 46) = 18.87, MSE = .04, \eta^2 = .45$. Pairwise comparisons confirmed the observation that the same-test and variable-test conditions led to significantly better performance on the final test than the restudy-passages condition, $.70$ versus $.39: \hat{\imath}(23) = 5.50, SEM = .06, d = 1.29$, and $.68$ versus $.39: \hat{\imath}(23) = 5.38, SEM = .06, d = 1.25$, respectively. Again, there was no significant difference between the two initial testing conditions ($t < 1$). For the conceptual inferential questions in Experiment 1b, there was also a main effect of initial learning condition, $F(2, 46) = 15.63, MSE = .03, \eta^2 = .41$. Planned pairwise comparisons revealed that the same-test and variable-test conditions led to better performance on the final transfer test relative to the restudy-passages condition, $.60$ versus $.36: \hat{\imath}(23) = 4.44, SEM = .05, d = 0.74$, and $.64$ versus $.36: \hat{\imath}(23) = 5.11, SEM = .05, d = 0.87$, respectively. There was no significant difference between the testing conditions ($t < 1$).

In addition to the factual and conceptual questions, the final test included a set of control questions. In Experiment 1a, performance was higher in restudy-passages condition ($M = .39$) relative to both the same-test ($M = .21$) and variable-test ($M = .24$) conditions. A one-way (initial learning condition: restudy passages, same test, variable test) repeated measures ANOVA revealed a significant main effect, $F(2, 46) = 4.10, MSE = .05, \eta^2 = .15$. Follow-up pairwise comparisons showed that the restudy-passages condition led to a significantly greater proportion of correct responses on the control questions relative to the same-test condition, $.39$ versus $.21: \hat{\imath}(23) = 2.67, SEM = .07, d = 0.68$, and the variable-test condition, $.39$ versus $.24: \hat{\imath}(23) = 1.98, SEM = .07, p = .06, d = 0.55$, although the latter difference was only marginally significant. There was no significant difference between the two testing conditions ($t < 1$). In Experiment 1b, the restudy-passages condition ($M = .36$) produced a higher proportion of correct responses than the same-test ($M = .23$) and variable-test ($M = .27$) conditions. However, a one-way (initial learning condition: restudy passages, same test, variable test) repeated measures ANOVA showed that this numerical difference was not significant, $F(2, 46) = 2.30, MSE = .05, p = .11$. The failure to detect a significant effect was likely due to insufficient power (see Results of Experiment 2).

**Conditional analyses.** Conditional analyses were conducted to explore how performance on the initial tests affected final test performance. Of interest was the extent to which successful retrieval or transfer on the final test depended upon successful retrieval on one or more of the initial tests. Table 3 shows the proportion of correct responses on the final test as a function of initial learning condition and retrieval success on the initial tests (successful on one or more tests vs. unsuccessful on all tests). In
Experiment 1a, when subjects successfully retrieved the correct response at least once during the initial tests, the probability of producing the correct response was very high. However, when subjects did not retrieve the correct response on any of the initial tests, they generally failed to produce the correct response on the final test (even though feedback was given after each initial test).

In Experiment 1b, successful retrieval on the initial tests similarly led to the production of a greater proportion of correct responses on the final transfer test. However, some transfer did occur even when subjects failed to produce the correct response on the initial tests. This result may have been due to subjects gaining some partial knowledge about the fact or concept from repeated testing (albeit not enough to constitute a correct response on the initial test) and this partial knowledge allowing them to work out the correct response to the associated transfer question on the final test.

To confirm these observations, a 2 (retrieval success: successful, unsuccessful) × 2 (initial learning condition: same test, variable test) repeated measures ANOVA was conducted for each experiment. For Experiment 1a, the ANOVA revealed a significant main effect of retrieval success, $F(1, 15) = 166.31, MSE = .04, \eta^2 = .82$, but neither the main effect of initial learning condition nor the interaction was significant ($Fs < 1$). For Experiment 1b, the ANOVA showed a significant main effect of retrieval success, $F(1, 16) = 31.04, MSE = .07, \eta^2 = .51$, which confirmed the observation that retrieval success during initial learning led to superior transfer on the final test. Neither the main effect of initial learning condition nor the interaction was significant ($Fs < 1$).

### Discussion

Experiments 1a and 1b produced several important results. In both experiments, performance increased across the three initial tests in a curvilinear manner, and this pattern held for both testing conditions and for both types of questions. In Experiment 1a, repeated testing led to better performance than repeated studying on the main set of factual and conceptual questions that were repeated verbatim on the final test; however, there was no difference in performance between the two testing conditions. In Experiment 1b, the final test performance on the new inferential questions showed that repeated testing produced superior transfer of both factual and conceptual information relative to repeated studying of the passages. However, the variable-test condition did not produce better transfer than the same-test condition. The conditional analyses conducted on both experiments revealed that subjects retained and transferred a high proportion of the information that they successfully retrieved at least once on the initial tests but otherwise generally failed to produce the correct response on the final test. Finally, repeated studying of the passages led to better performance than repeated testing for the control questions on the final test, but this effect was only significant in Experiment 1a.

The most important result that emerged from these experiments is the finding that repeated testing produced better transfer than repeated studying in Experiment 1b. The vast majority of previous studies on the testing effect used a final test with questions repeated verbatim from the initial tests (e.g., Butler & Roediger, 2008; Carrier & Pashler, 1992; Karpicke & Roediger, 2008). Since these prior studies focused on the retention of a specific response, the question of whether retrieval practice promotes the acquisition of knowledge that can be transferred to new contexts was left open. Thus, the results of Experiment 1b are exciting because they indicate that the mnemonic benefits of retrieval practice extend beyond the retention of a specific response. Relative to repeated studying of passages, repeated testing led to better performance on new inferential questions that required the application of previously learned information to produce a new response. In addition, repeated testing led to better transfer of both factual and conceptual information.

Why did repeated testing produce better retention and transfer than repeated studying of the passages? The results of the conditional analyses suggest that the successful retrieval of information from memory during the initial learning session may be the critical mechanism. When a fact or concept was retrieved at least once on the initial tests, there was a high probability that it would be successfully retrieved again (Experiment 1a) or transferred (Experiment 1b) on the final test. As indicated by the curvilinear increase in the proportion of correct responses across the initial tests in both experiments, the feedback provided after each test was also important because it enabled subjects to correct their errors and successfully retrieve the correct response on a subsequent test. By the third test, subjects were able to retrieve about 80% of the facts and concepts at least once, and they retained or transferred much of that information on the final test 1 week later.

A final result of note from Experiments 1a and 1b is that the variable-test condition did not lead to superior final test performance relative to the same-test condition in either experiment. Encoding variability should increase the probability of future retrieval.

---

1. Eight subjects were excluded from this analysis because they correctly answered every question on the initial tests at least once in one or more of the two testing conditions and thus did not produce a mean for unsuccessful retrieval on the initial tests.

2. Seven subjects were excluded from this analysis because they correctly answered every question on the initial tests at least once in one or more of the two testing conditions and thus did not produce a mean for unsuccessful retrieval on the initial tests.
retrieval because it creates multiple retrieval routes to a particular memory. One potential reason that the variable-test condition did not produce superior retention in Experiment 1a is the nature of the final test; encoding variability might not confer any mnemonic benefit on a final test with questions that were repeated verbatim from the initial tests because the additional features that are encoded in the variable-test condition are superfluous (but see Goode et al., 2008). However, the final test in Experiment 1b consisted of new inferential questions and thus presented a situation in which encoding variability could be expected to help. One possibility is that the greater variety of features encoded in the variable-test condition did not match the features in the retrieval cues any better than the features encoded in the same-test condition.

Alternatively, the way in which the questions were rephrased in the variable-test condition may not have made them different enough to induce encoding variability. Still another possibility is that there was a substantial amount of encoding variability in both the same-test and variable-test conditions due to other factors (e.g., the spaced presentation of the questions, the random ordering of questions within a test), and thus, the rephrasing manipulation only added a small degree of variability. The failure to find support for the encoding variability hypothesis is briefly discussed in the General Discussion, but as a result of the null effects found in first two experiments, the variable-test condition was dropped for Experiments 2 and 3.

**Experiment 2**

There were two main goals in conducting Experiment 2. The first goal was to replicate the finding from Experiment 1b that repeated testing led to better transfer relative to repeated studying of the passages. The second goal was to compare repeated testing with a more stringent control condition: repeated studying of the isolated facts and concepts. In this new restudy-isolated-sentences control condition, subjects were presented with the individual facts and concepts and told to study them in anticipation of a test (for a similar procedure, see Butler & Roediger, 2008). Thus, the information processed in the restudy-isolated-sentences condition was essentially the same as that processed in the repeated-testing condition, except that there was no attempt to retrieve the information in the former condition. Critically, this new control condition also allowed for the evaluation of an alternative explanation for the results of Experiments 1a and 1b: that the differences in final test performance were due to differences in total time on task during initial learning. The standard repeated restudy-passages condition of Experiments 1a and 1b was also included in Experiment 2. The design, materials, and procedure were the same as in Experiment 1b, except that the variable-test condition was dropped to include the restudy-isolated-sentences condition.

**Method**

**Subjects and design.** Twenty-four undergraduate psychology students at Washington University in St. Louis participated for course credit or pay (subjects were paid $30 to participate). The design was a 3 (type of initial learning: restudy passages, restudy isolated sentences, same test) × 2 (type of initial test question: factual, conceptual) within-subjects design. Both variables were manipulated within subjects but between materials. As in Experiment 1b, the main dependent variable was new inferential questions on the final transfer test.

**Materials and counterbalancing.** The materials from Experiment 1b were used.

**Procedure.** The procedure was the same as in Experiment 1b with the exception that the variable-test condition was replaced by the restudy-isolated-sentences condition. In the restudy-isolated-sentences condition, subjects studied each fact and concept for 30 s. There was a total of four facts and four concepts per passage, so the restudy-isolated-sentences condition and restudy-passages condition were equated in terms of total time on task (4 min).

**Results**

**Scoring.** A research assistant and I each scored 20% of the cued-recall responses independently in the same manner as in the previous experiments. Interrater reliability was high (κ = .90), so I resolved the few disagreements and then scored the remaining responses alone.

**Initial tests.** Table 2 shows the proportion of correct responses on the three initial cued-recall tests as a function of question type for the same-test condition. As expected, the overall pattern of results mirrored those observed in Experiments 1a and 1b. The proportion of correct responses increased across successive tests in a curvilinear manner. Separate one-way (test: 1, 2, 3) repeated measures ANOVAs were used to analyze performance on the factual and conceptual questions. For factual questions, there was a significant main effect of test, $F(2, 46) = 81.81, \text{MSE} = .02, \eta^2 = .78$, for which the quadratic trend was also significant, $F(1, 23) = 11.09, \text{MSE} = .02, \eta^2 = .33$. Likewise, there was a main effect of test for conceptual questions, $F(2, 46) = 71.26, \text{MSE} = .01, \eta^2 = .76$, and a significant quadratic trend, $F(1, 23) = 18.27, \text{MSE} = .02, \eta^2 = .44$.

**Response times.** The mean number of seconds that subjects spent on each question (i.e., both responding and reviewing feedback) across the three initial tests was computed for the same-test condition. Overall, subjects spent more time on conceptual questions than on factual questions, 42.1 versus 26.2: $t(23) = 7.84, \text{SEM} = 2.03, d = 1.12$. The average time spent on each question was also compared to the time spent restudying the isolated facts and concepts. Subjects spent significantly more time answering the conceptual questions than restudying the concepts, 42.1 versus 30.0: $t(23) = 4.02, \text{SEM} = 5.88, d = 1.01$, but they spent significantly more time restudying the facts than answering the fact questions, 30.0 versus 26.2: $t(23) = 2.36, \text{SEM} = 7.11, d = 0.65$.

The average total time spent on each test during the initial learning phase was calculated for the same-test condition by multiplying the average time spent on factual and conceptual questions by the total number of each type of question per passage (four factual and four conceptual). On average, subjects spent 273 s (4.6 min) to complete a test on each passage, which was slightly more time than the 240 s (4.0 min) that they spent in the two repeated study conditions (i.e., either restudying a passage or restudying all the isolated facts and concepts from a passage). A one-way (initial learning condition: restudy passages, restudy isolated sentences, same test) repeated measures ANOVA showed a significant difference among the conditions, $F(2, 46) = 3.62, \text{MSE} = 2,450.76, \eta^2 = .14$. However, follow-up pairwise comparisons only yielded
marginally significant differences between the same-test condition and the restudy-passages and restudy-isolated-sentences conditions, 273 versus 240: $t(23) = 1.90, SEM = 17.50, p = .07$; the results were the same for both comparisons.

**Final test.** Figure 2 shows the proportion of correct responses on the final cued-recall test as a function of question type and initial learning condition. The same-test condition produced higher performance than both the restudy conditions, and this pattern held for both factual and conceptual questions. Interestingly, restudying the isolated facts and concepts did not lead to better transfer relative to restudying the entire passage. Subjects presumably spent more time processing each fact and concept in the restudy-isolated-sentences condition than in the restudy-passages condition, yet this additional study time did not lead to greater transfer.

Performance on the factual and conceptual inferential questions was analyzed separately by one-way (initial learning condition: restudy passages, restudy isolated sentences, same test) repeated measures ANOVAs. There was a significant main effect of initial learning condition for factual inferential questions, $F(2, 46) = 10.21, MSE = .03, \eta^2 = .31$. Pairwise comparisons showed that same-test condition led to significantly higher final test performance than the restudy-passages condition, .53 versus .31: $t(23) = 5.74, SEM = .05, d = 1.03$, and the restudy-isolated-sentences condition, .53 versus .33: $t(23) = 3.22, SEM = .06, d = 0.85$. There was no significant difference between the two restudy conditions ($t < 1$). For the conceptual inferential questions, there was also a significant main effect of initial learning condition, $F(2, 46) = 4.13, MSE = .05, \eta^2 = .15$. Pairwise comparisons confirmed that the same-test condition produced significantly better transfer than the restudy-passages condition, .58 versus .41: $t(23) = 2.27, SEM = .06, d = 0.63$, and the restudy-isolated-sentences condition, .58 versus .44: $t(23) = 2.61, SEM = .07, d = 0.54$. Again, the two restudy conditions did not differ significantly ($t < 1$).

The control questions on the final test were also analyzed to determine whether testing might benefit other (untested) material from the same passage. The restudy-passages condition ($M = .30$) produced a higher proportion of correct responses on the control questions relative to the same-test ($M = .24$) condition, replicating the results of Experiments 1a and 1b. The restudy-passages condition also led to better performance than the restudy-isolated-sentences condition ($M = .20$); this result makes sense because in the latter condition, subjects were only reexposed to the facts and concepts that were tested in the same-test condition rather than the whole passages that contained the information needed to answer the control questions. Despite the numerical superiority of the restudy-passages condition, a one-way (initial learning condition: restudy passages, restudy isolated sentences, same test) repeated measures ANOVA did not show a significant difference among the conditions, $F(2, 46) = 1.76, MSE = .04, p = .19$. Much like Experiment 1b, this null result is likely due to insufficient power.

To address this issue, the data from Experiments 1a, 1b, and 2 were collapsed across experiment to compare performance on the control questions in the restudy-passages and same-test conditions. This analysis yielded a significant result: restudying the passages produced better performance than repeated testing., .35 versus .23: $t(71) = 3.69, SEM = .03, d = 0.50$.

**Conditional analyses.** The relationship between performance on the initial test and performance on the final test was examined through conditional analyses. The proportion of correct responses on the final test was calculated as a function of retrieval success on the initial tests (successful on one or more tests vs. unsuccessful on all tests; see Table 3). Successful retrieval on the initial tests led to a significantly greater proportion of correct responses on the final test relative to when subjects were unsuccessful on the initial tests, .57 versus .31: $t(16) = 3.26, SEM = .08, d = 0.97$.

**Discussion**

Experiment 2 replicated and extended the key findings of Experiment 1b by incorporating a more stringent control condition. As in both previous experiments, performance increased on each successive test in a curvilinear fashion for both factual and conceptual questions. On the final test, repeated testing led to better performance than repeated studying of the passages (replicating Experiment 1b) and repeated studying of the isolated facts and concepts. The latter two conditions did not differ. Conditional analyses again indicated that a greater proportion of correct responses were produced on the final transfer test when the related fact or concept had been successfully retrieved at least once on the initial tests. Finally, repeated studying of the passages produced a higher proportion of correct responses on the control questions than repeated testing or repeated studying of the isolated facts and concepts, but the effect was not reliable.

The major finding that emerged from Experiment 2 is that repeated testing produced better transfer than both repeated studying of the passages and repeated studying of the isolated facts and concepts. Any finding must be viewed with some degree of skepticism until it is replicated, and thus, it was important to demonstrate that the principal result from Experiment 1b could be obtained again. In addition, the comparison of the same-test and restudy-isolated-sentences conditions provided a more stringent
assessment of whether retrieval might be the critical mechanism that produced the superior transfer in Experiment 1b. The restudy-isolated-sentences condition argued represents a better control condition because subjects repeatedly studied the same facts and concepts that were repeatedly tested in the same-test condition without being reexposed to the additional information that was contained in each passage. In other words, these two conditions were well matched except for one major difference: The same-test condition provided the opportunity for retrieval, whereas the restudy-isolated-sentences condition did not. Thus, the finding that repeated testing produced superior final test performance relative to repeated study of isolated facts and concepts provides strong support for the idea that retrieval of information from memory promotes transfer of learning.

Alternatively, it is possible that the differences in final test performance resulted from differences in the total time spent on task during the initial learning session. Subjects spent more time taking the tests in the same-test condition than they did restudying the passages or restudying the facts and concepts. However, this difference was mainly due to the large amount of time required to type in the responses to the conceptual questions on each test. Subjects spent significantly less time completing the factual questions in the same-test condition (26.2 s) than they did studying the facts in the restudy-isolated-sentences condition (30.0 s). If the total time explanation is correct, then the restudy-isolated-sentences condition should have produced better final test performance on the factual items relative to the same-test condition (or at least equivalent performance). However, as the results clearly show, repeated testing produced substantially more transfer on the inferential questions related to the facts than repeatedly studying the isolated facts. In addition, the restudy-isolated-sentences condition did not lead to better transfer than the restudy-passages condition for either type of question, even though subjects presumably spent more time processing each fact and concept in the former condition. Indeed, there are many studies that show that increasing the amount of time spent processing material does not always improve retention (e.g., Amlund, Kardash, & Kulhavy, 1986; Callender & McDaniel, 2009). Overall, this evidence indicates that the total time hypothesis is not a viable explanation for the present results.

Experiment 3

Far transfer is difficult to obtain in both laboratory and applied studies, but it is very important to understand (see Barnett & Ceci, 2002). Indeed, Detterman (1993) argued that experimental investigations of transfer should be considered trivial unless they demonstrate far transfer, and his criterion essentially requires far transfer along multiple dimensions in Barnett and Ceci’s (2002) framework (e.g., knowledge domain, physical context, temporal context, modality, etc.). With such a stringent criterion, only a small number of studies would qualify as having demonstrated far transfer (e.g., Adey & Shayer, 1993; Chen & Klahr, 1999; Fong, Krantz, & Nisbett, 1986; Herrnstein, Nickerson, de Sanchez, & Swets, 1986; Kosonen & Winne, 1995). In contrast with Detterman’s criterion, the main goal of Experiment 3 was relatively modest: to explore whether retrieval practice could be used to promote far transfer along a single dimension in Barnett and Ceci’s framework. To this end, the experiment included a final test that assessed transfer of learning to new inferential questions in different knowledge domains, which constitutes far transfer along the knowledge domain dimension.

The design, materials, and procedure were similar to those used in the previous experiments, except for a few critical changes. The primary change was that new final test questions were developed, each of which required subjects to use a concept that they had acquired in the initial learning session to make inferences about a related concept in a completely different domain. Second, the factual items were dropped because they were so specific that it was impossible to find a related fact in a different domain for many items. In the first three experiments, each passage consisted of eight paragraphs: four paragraphs that each contained one of the four critical facts and another four paragraphs that each contained one of the four critical concepts (see Method for Experiments 1a and 1b). The paragraphs that contained the critical facts were dropped for Experiment 3, making the passages shorter. Third, only two initial learning conditions were used: Subjects were repeatedly tested on some passages and repeatedly studied other passages.

Method

Subjects and design. Twenty undergraduate psychology students at Washington University in St. Louis participated for course credit or pay (subjects were paid $25 to participate). The sole independent variable was type of initial learning (restudy passages, same test), which was manipulated within subjects but between materials. The main dependent variable was new inferential questions within different knowledge domains.

Materials and counterbalancing. The materials from the first three experiments were used with some modifications. Only the material related to the concepts was used because the facts were too specific to allow the creation of related inferential questions from different knowledge domains. The six passages were reduced in length from 1,000 to 500 words each by cutting out the paragraphs associated with the facts, and the questions about the facts were dropped from the tests. For each concept, a new inferential question was created to assess transfer to a different knowledge domain. For example, the following concept was tested on the initial test (or restudied in the passage): “A bat has a very different wing structure from a bird. What is the wing structure of a bat like relative to that of a bird?” (Answer: “A bird’s wing has a fairly rigid bone structure that is efficient at providing lift, whereas a bat has a much more flexible wing structure that allows for greater maneuverability.”) The related inferential question about a different domain was the following: “The U.S. Military is looking at bat wings for inspiration in developing a new type of aircraft. How would this new type of aircraft differ from traditional aircrafts like fighter jets?” (Answer: “Traditional aircrafts are modeled after bird wings, which are rigid and good for providing lift. Bat wings are more flexible, and thus an aircraft modeled on bat wings would have greater maneuverability.”)

Each inferential question included some mention of the relevant concept from the initial learning session. Whether or not subjects spontaneously recognize that prior learning is relevant to a new situation is an important determinant of transfer (see Gick & Holyoak, 1987). Obviously, if subjects do not spontaneously recognize that prior learning is relevant, it would be impossible for
transfer to occur. Thus, the purpose of giving subjects a hint was to negate the need for them to recognize that a previously learned concept was relevant (for a similar procedure, see Gick & Holyoak, 1980; Reed, Ernst, & Banerji, 1974), focusing instead on their ability to recall and apply that concept to answer the inferential question. For counterbalancing purposes, two orders of initial learning condition were crossed factorially with two orders of the passages to create four versions of the experiment.

**Procedure.** The procedure was same as that used in the first three experiments with a few exceptions. During the initial learning session, subjects studied all six of the passages and then either repeatedly took a test on the passages or repeatedly restudied them. The final test consisted of new inferential questions about different domains. Subjects were explicitly instructed that the test would require them to think about the information that they learned in the previous session and use that information to infer the answers to the final test questions.

**Results**

**Scoring.** The cued-recall responses were scored in the same manner as in the previous experiments, and interrater reliability was high ($\kappa = .91$).

**Initial tests.** As in the first three experiments, the proportion of correct responses on the initial cued-recall tests increased in a curvilinear fashion from Test 1 ($M = .38$) to Test 2 ($M = .71$) to Test 3 ($M = .78$) in the same-test condition (see Table 2). A one-way (test: 1, 2, 3) repeated measures ANOVA revealed a significant main effect of test, $F(2, 38) = 99.89, MSE = .01, \eta^2 = .84$, for which there was also a significant quadratic trend, $F(1, 19) = 58.41, MSE = .02, \eta^2 = .76$.

**Final test.** The same-test condition produced better transfer relative to the restudy-passages condition, and this observation was confirmed by a paired-samples $t$ test, $t(19) = 5.23$, $SEM = .05, d = .99$.

**Conditional analyses.** Conditional analyses were conducted to examine whether final test performance was correlated with initial test performance (see Table 3). Subjects produced a significantly greater proportion of correct responses on the final test when they had successfully retrieved the concept at least once on the initial tests relative to when they had not retrieved the concept, $t(49) = 2.61$, $SEM = .09, d = 0.73$.\(^4\)

**Discussion**

The results of Experiment 3 replicated many of the findings of the first three experiments but also produced an important new finding: Repeated testing produced better transfer to new inferential questions from different domains relative to repeated studying of the passages. The results of the conditional analyses indicated that the retrieval of information from memory may be the critical mechanism that produced the difference in final test performance. When subjects successfully retrieved a concept on at least one of the initial tests, they were more likely to correctly answer the related transfer question on the final test than if they failed to retrieve it on all three tests. This new finding is important because it extends the mnemonic benefits of retrieval practice to situations in which knowledge must be transferred to a different context. The results of Experiment 3 are discussed further in the General Discussion.

**General Discussion**

In a series of four experiments, I investigated how repeated testing and repeated studying affect the retention and transfer of facts and concepts contained in prose passages. Experiment 1a showed that repeated testing led to better retention of facts and concepts than repeated studying of passages. However, repeated testing with different versions of a question did not lead to better final test performance than repeated testing with the same version of the question. Experiment 1b built upon Experiment 1a by demonstrating that repeated testing also led to better transfer to new questions within the same knowledge domain relative to repeated studying of passages. Again, repeated testing with different versions of a question did not lead to better transfer than repeated testing with the same version of the question. Experiment 2 replicated Experiment 1b by showing that repeated testing led to better transfer than both repeated studying of passages and repeated studying of the isolated facts and concepts relevant to the questions. Experiment 3 extended the findings of Experiments 1b and 2 by showing that repeated testing produced better transfer even to new questions in different knowledge domains relative to repeated studying of passages.

Overall, the findings of the present study clearly demonstrate the effectiveness of retrieval practice in promoting both retention and transfer of knowledge. I now turn to discussing these findings in more depth. First, I consider the significance of the findings within the broader memory literature. Second, I examine why the retrieval of information from memory produced superior transfer by discussing some possible theoretical explanations for this novel finding. Third, I briefly reassess the encoding variability hypothesis in light of the results of Experiments 1a and 1b. Finally, I close with some remarks about the implications of the present findings for educational practice and a few ideas for future research.

**Retrieval Practice Produces Superior Retention and Transfer**

The most important finding that emerged from the present research is that repeated practice at retrieving information from memory produced better transfer to several different types of questions than repeatedly studying the same information. Relatively few studies have investigated whether the benefits of testing extend beyond the retention of a specific response. For the most part, researchers have focused on evaluating various theoretical explanations of the testing effect (e.g., Glover, 1989; Pyc & Rawson, 2009) and establishing its generalizability to various materials (e.g., Carpenter & Pashler, 2007) and applied contexts (e.g., Larsen, Butler, & Roediger, 2009; McDaniel, Anderson, et al., 2007). The possibility that retrieval practice could promote superior transfer has been largely ignored in the testing-effect literature despite the importance of demonstrating transfer to theories of memory and learning as well as for educational practice.

Experiments 1b and 2 showed that repeated testing produced better transfer to new inferential questions within the same knowl-

\(^4\) Five subjects were excluded from this analysis because they correctly answered every question on the initial tests at least once in one or more of the two testing conditions and thus did not produce a mean for unsuccessful retrieval on the initial tests.
edge domain than either repeatedly studying passages or repeatedly studying isolated facts and concepts. A few recent studies have investigated whether retrieving information from memory promotes transfer to new inferential questions within the same knowledge domain. As discussed in the introduction, Johnson and Mayer (2009) found that taking an initial transfer test led to superior transfer relative to restudying a multimedia slide show. However, there are some methodological issues that preclude drawing strong conclusions from their findings. Rohrer et al. (2010) found that taking an initial test on a map produced better transfer than restudying the map. Yet their results differ from the present findings in that the same set of correct responses (the region or city names) was used for initial test, the retention test, and the transfer test.

In addition, McDaniel, Howard, and Einstein (2009, Experiment 2) had subjects use one of three study strategies while reading complex passages that described mechanical devices: (a) read the passage, attempt to recall it from memory, and then reread the passage; (b) read the passage twice; or (c) read the passage twice and take notes while reading. On a final test 1 week later, subjects who had attempted to recall the passages between readings were significantly better at answering inferential questions than subjects who had repeatedly read the passages only (however, the reading-with-note-taking condition produced equivalent performance to the testing condition).

Experiment 3 of the present research showed that repeated testing produced better transfer to new inferential questions in different knowledge domains relative to repeatedly studying passages, thus extending the difference between the initial learning and subsequent transfer contexts farther than in any previous testing-effect study. This result is impressive because transfer to a different knowledge domain constitutes far transfer along a single dimension in Barnett and Ceci’s (2002) taxonomy, and far transfer has been notoriously difficult to obtain in many laboratory experiments (see Barnett & Ceci, 2002). Only one other study has reported a similar result, albeit within a very different paradigm. In a series of five experiments on analogical reasoning, Needham and Begg (1991) presented subjects with training problems and then had them either attempt to generate a solution (before hearing the correct solution) or study the correct solution. The authors labeled the generate condition as problem-oriented training and the study condition as memory-oriented training (which is perhaps somewhat ironic in hindsight). Attempting to generate solutions to the training problems led to significantly better performance on the subsequent transfer problems relative to studying the solutions. Interestingly, this result was obtained even though subjects rarely succeeded in generating the correct solution to the initial training problems. Thus, the findings of Needham and Begg differ in an important way from the findings of the present research in which retrieval of the correct response occurred frequently during the initial learning phase.

Performance on the control questions that were included on the final test also provided an interesting set of results. The purpose of the control questions was to explore whether the benefits of repeated testing extended to other (untested) information contained in the same passages and to examine any potential differences in retention that result from studying a text four times versus just one time. In Experiments 1a, 1b, and 2, repeated studying of the passages led to better performance on the control questions relative to repeated testing. Due to the small number of control items, there was insufficient power to detect a significant difference in Experiments 1b and 2. However, when the control question data were collapsed across the three experiments, performance was significantly higher in the restudy-passages condition than in the same-test condition. Nevertheless, studying a passage four times only improved performance by 12% relative to studying a passage once, a relatively small gain given the large amount of additional time spent studying.

One potential explanation for the small magnitude of this effect is that subjects may not have been making the effort to restudy the passages. The potential for lack of effort during restudy tasks is always a possibility in this type of experiment. Aside from monitoring subjects to make sure that they are attending to the passages (which was done in the present set of experiments), there is no way to guarantee that they are carefully restudying the passages without changing the nature of the task. Still, the spaced presentation of the passages and the experimenter control of study time in the present research should have made it more likely that subjects would expend the effort to restudy the passages (i.e., relative to massed presentation and self-paced study).

Theoretical Explanations for the Mnemonic Benefits of Retrieval Practice

Why did repeated testing produce better transfer than repeated studying? As Barnett and Ceci (2002) argued, the memory demands involved in the process of transfer can be broken down into three components: recognition, recall, and execution. First, a person must recognize that prior learning is relevant to a new context. Second, the person must successfully recall the knowledge that was learned earlier. Third, the person must use or apply that knowledge to successfully execute the transfer task. In the present study, there were no memory demands with respect to the recognition component because subjects were explicitly told that the questions on the final test were related to the information they had learned in the previous session. However, there were significant memory demands with respect to the recall component. Given the fact that retrieval practice produces better retention than restudying, the recall component is probably one locus of the superior transfer produced by repeated testing relative to repeated studying. Of course, retrieval practice may have also affected the execution component by enhancing subjects’ ability to apply the knowledge they had learned earlier to answer the inference questions. Attempting to produce a response from memory to answer a question may foster better understanding of the information relative to restudying it. For example, McDaniel et al. (2009) argued that retrieval practice promotes deep learning of the material more than restudying the material does. Unfortunately, the recall and execution components cannot be separated in the present study, and thus, additional research is required to determine whether retrieval practice influences both components of the transfer process.

Given that repeated testing likely improved retention and thereby affected the recall component of transfer, how can the mnemonic benefits of retrieval practice be explained? A number of different explanations have been put forth to account for the testing effect, most of which focus on retrieval as the critical mechanism. One idea is that the act of retrieving information from memory leads to the elaboration of existing retrieval routes and/or the
creation of additional retrieval routes (e.g., Bjork, 1975; McDaniel & Masson, 1985). Taking a test after studying may result in the encoding of additional features or the formation of alternative routes to access the memory trace, whereas restudying the material does not. Thus, this explanation for the testing effect incorporates the concept of encoding variability (Bower, 1972; Estes, 1955; Martin, 1968), which is discussed further in the next section.

A related idea is that the effort involved in retrieval is responsible for the testing effect (e.g., Gardiner, Craik, & Bleasdale, 1973). Retrieval that requires greater effort is assumed to produce better retention than less effortful retrieval, similar to the idea of depth of processing at encoding (e.g., Craik & Tulving, 1975). One piece of evidence that supports this hypothesis is the finding that production tests generally produce superior retention relative to recognition tests on a final test given later (e.g., Butler & Roediger, 2007). Additional support comes from the finding that increasing the spacing of initial tests leads to better retention (e.g., Jacoby, 1978; Modigliani, 1976). Several recent studies that directly tested the retrieval effort hypothesis also support this explanation (e.g., Carpenter & DeLosh, 2006; Pyc & Rawson, 2009).

Another idea that may help to explain the benefits of testing is the concept of transfer-appropriate processing (Morris et al., 1977). According to this hypothesis, memory performance is enhanced to the extent that the processes during encoding match those required during retrieval. In most testing-effect studies, retention is generally assessed with a final test, and thus, an encoding condition in which memory is tested may provide a better match. That is, the processes engaged during an initial test are highly similar to the processes required on the final test, whereas the processes engaged while restudying the material are different. Indeed, some researchers have argued that retrieving information from memory strengthens the process of retrieval itself, rather than the specific representation or trace in memory (Runquist, 1983; Wheeler, Ewers, & Buonanno, 2003).

The “new theory of disuse” proposed by Bjork and Bjork (1992) incorporates many of the ideas into a more formal theoretical explanation for the testing effect (as well as other memory phenomena). According to their theory, each item or representation in memory has two strengths: (a) storage strength, which reflects how well the item is learned, and (b) retrieval strength, which reflects how easy it is to retrieve the item at any given point in time given the cues provided. Storage strength is assumed to grow with each study or retrieval opportunity, and the accumulated strength is never lost. Retrieval strength also grows with each study or retrieval opportunity, but the accumulated strength is gradually lost as a function of subsequent study and retrieval of other items. Thus, storage capacity is assumed to be unlimited, whereas retrieval capacity is limited. That is, an infinite number of events can be stored, but only a finite number will be retrievable at any given point. The distinction between storage strength and retrieval strength is a similar to the distinction between habit strength and response strength in Estes’s (1955) stimulus sampling theory. The new theory of disuse also incorporates his idea of stimulus fluctuation that motivated later encoding variability theories (e.g., Bower, 1972).

Bjork and Bjork’s (1992) theory provides an explanation for the testing effect by assuming that retrieving information from memory produces greater increases in storage and retrieval strength than does studying the information again. An item’s retrieval strength and storage strength increase whenever that item is either studied or retrieved from memory. However, the magnitude of the increases in retrieval strength and storage strength depend upon the current retrieval strength; the higher the current retrieval strength, the smaller the increases will be in magnitude. Thus, successful retrieval of an item with low retrieval strength produces greater increments in retrieval strength and storage strength than successful retrieval of an item with high retrieval strength. This assumption incorporates the retrieval effort hypothesis discussed above (e.g., Gardiner et al., 1973) and explains both the finding that production tests produce better retention on a later test than do recognition tests (e.g., Butler & Roediger, 2007) and the finding that increasing the spacing of tests increases retention (e.g., Jacoby, 1978; Modigliani, 1976).

The new theory of disuse (Bjork & Bjork, 1992) can also account for the common finding that restudying often produces equivalent or better performance than taking a test when retention is assessed with an immediate final test, whereas testing produces better retention on delayed tests (e.g., Roediger & Karpicke, 2006b; Runquist, 1983; Toppino & Cohen, 2009; Wheeler et al., 2003). This retention interval interaction is explained by reasoning that taking an initial test produces greater increases in storage and retrieval strength than restudying the items, but only for the items that are successfully retrieved; restudying produces smaller increases in storage and retrieval strength for all the items. If retention is assessed immediately, restudying will result in a greater or equivalent number of items being accessible relative to prior testing. However, if retention is assessed after a delay, the retrieval strength of the restudied items will have decreased faster than the retrieval strength of the tested items, resulting in testing producing superior performance relative to restudying on the final test.

Despite the emphasis on successful retrieval as the critical mechanism, it is clear that the feedback provided after each question also played an important role in producing superior retention and transfer in the present research. First and foremost, feedback enabled test takers to correct errors (Bangert-Drowns, Kulik, Kulik, & Morgan, 1991) and maintain correct responses (Butler, Karpicke, & Roediger, 2008) during initial learning, increasing the probability that successful retrieval would occur on the next test. In addition, there is some evidence that unsuccessful retrieval attempts can enhance future learning (e.g., Kornell, Hays, & Bjork, 2009; Slamecka & Fevreiski, 1983), a finding that is sometimes referred to as test potentiation (Izawa, 1970). Unsuccessful retrieval attempts may increase deep processing of the question and subsequent feedback or activate related knowledge that enhances processing of the feedback. Although the relative contributions of testing and feedback in producing the superior retention and transfer cannot be determined in the present research because of the procedure used, it is an important question for future research.

As a final note, it is important to stress that the total time hypothesis does not provide a valid explanation for the superior retention and transfer produced by repeated testing in the present research. Thompson, Wenger, and Barling (1978; see too Kulers, 1973) were the first to suggest that simply the additional exposure to material provided by taking a test is responsible for producing the testing effect. However, several subsequent studies have directly tested the total time hypothesis and found no support for it (e.g., Carrier & Pashler, 1992; Glover, 1989; Roediger &
Numerous reviewers of the testing-effect literature have also evaluated the total time hypothesis in light of existing evidence and determined that it is not satisfactory (e.g., Dempster, 1996; Roediger & Karpicke, 2006a). However, one major criticism that has been leveled at testing-effect research is that testing only promotes the learning of a specific response, which is not the primary goal of education or vocational training. The results obtained in this study and other recent investigations (e.g., Johnson & Mayer, 2009; McDaniel et al., 2009) suggest that the mnemonic benefits of retrieving information from memory extend well beyond the retention of a specific response. At the very least, testing produces superior retention of information, which represents an important component of the transfer process.

Concluding Remarks

The findings reported in this article have important implications for future research on both transfer of learning and the testing effect. The traditional approach to studying transfer of learning has been to focus purely on the similarities and differences between the contexts of initial learning and subsequent transfer. Although the match between contexts is important in determining whether transfer occurs, the present research shows that it is also important to consider how the conditions of initial learning can be arranged to better promote transfer. More specifically, the finding that retrieval practice was highly effective in promoting transfer in the present study suggests that it may enhance transfer in other paradigms too (e.g., Needham & Begg, 1991). Future research on transfer of learning should investigate how testing can be used to optimize subsequent performance in a range of transfer contexts.

Concomitantly, future research on the testing effect needs to continue to explore whether the mnemonic benefits of retrieval practice extend beyond the retention of a specific response. Although the further development of theory is also clearly a priority, exploring how testing can be used to promote transfer should be a primary area of investigation in testing-effect research. In addition, it will be important to determine why retrieval practice promotes superior transfer. The findings of the present research suggest that testing may promote transfer because it increases the retention of information, which makes the recall component of transfer possible (within the framework proposed by Barnett & Ceci, 2002). However, repeated testing may also improve people’s understanding of the material, enabling them to better perform the execution component of the transfer process (i.e., the ability to apply the knowledge to a new situation).
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