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ABSTRACT: In this article, we present a parallel implementation of point dipole-based polarizable force fields for molecular dynamics (MD) simulations with periodic boundary conditions (PBC). The smooth particle mesh Ewald technique is combined with two optimal iterative strategies, namely, a preconditioned conjugate gradient solver and a Jacobi solver in conjunction with the direct inversion in the iterative subspace for convergence acceleration, to solve the polarization equations. We show that both solvers exhibit very good parallel performances and overall very competitive timings in an energy and force computation needed to perform a MD step. Various tests on large systems are provided in the context of the polarizable AMOEBA force field as implemented in the newly developed Tinker-HP package, which is the first implementation of a polarizable model that makes large-scale experiments for massively parallel PBC point dipole models possible. We show that using a large number of cores offers a significant acceleration of the overall process involving the iterative methods within the context of SPME and a noticeable improvement of the memory management, giving access to very large systems (hundreds of thousands of atoms) as the algorithm naturally distributes the data on different cores. Coupled with advanced MD techniques, gains ranging from 2 to 3 orders of magnitude in time are now possible compared to nonoptimized, sequential implementations, giving new directions for polarizable molecular dynamics with periodic boundary conditions using massively parallel implementations.

1. INTRODUCTION

Polarizable force fields have been, in the past decade, the subject of intense development.1–8 The ability of anisotropic polarizable molecular mechanics (APMM) to model complex systems, including charged or very polar ones, biological substrates containing metal ions, weakly interacting molecules, or ionic liquids is of prime interest in the molecular dynamics community, as is its robustness and transferability.8 Furthermore, such force fields have been recently successfully employed in conjunction with quantum mechanical models in order to accurately reproduce environmental effects on structural and photophysical properties of chromophores in complex biological substrates, expanding their use to the QM/MM community. Several strategies can be used to introduce polarization in a classical force field, including fluctuating charges,20,24–26 Drude’s oscillators,23,27 the Kriging method,28 and induced dipoles.29–33 Polarizable force fields usually require one to solve a set of linear equations;34,35 furthermore, a polarization term is added to the energy and thus it is required to compute the associated forces. With respect to standard, additive force fields, such a characteristic introduces a heavy computational overhead, as for each step of a molecular dynamics simulation (or for each value of the QM density in a...
QMM/MM computation) one needs to solve a linear system whose size depends on the number of the polarizable sites. A standard, direct approach, such as the use of LU or Cholesky decomposition, becomes rapidly unfeasible for large systems, as it requires a computational effort that scales as the cube of the number of atoms, together with quadratic storage: the development of efficient iterative techniques is therefore a mandatory step in extending the range of applicability of polarizable force fields to large and very large molecular systems.

Iterative techniques require one to perform several matrix–vector multiplications, representing a computational effort quadratic in the size of the system: an efficient implementation, therefore, has three different points to address: (i) a fast convergent iterative procedure, in order to limit as much as possible the number of matrix–vector multiplications; (ii) a fast matrix–vector multiplication technique, and in particular a linear scaling technique that allows one to overcome the quadratic bottleneck; and (iii) an efficient parallel setup, in order to distribute the computational work among as many processors as possible.

In a recent article,\(^3^{34}\) we focused on the various iterative techniques suitable to solve the polarization equations for dipole-based polarizable force fields, and we found that two algorithms, namely, the preconditioned conjugate gradient (PCG) method and Jacobi iterations with convergence acceleration based on Pulay’s direct inversion in the iterative subspace (JI/DIIS), were particularly suitable for the purpose, both in terms of convergence properties and in terms of parallel implementation, addressing, therefore, the first and the third points of an optimal implementation.

The aim of our article is to introduce new algorithmic strategies to solve the polarization equations for polarizable molecular dynamics with periodic boundary conditions, for which we present a new and tailored parallel implementation together with the specific procedure to compute the associated forces. We first analyze the coupling of previously proposed iterative solvers for polarization, which we studied only in the case of direct space computations, to the smooth particle mesh Ewald (SPME) technique. This technique allows one to compute the involved matrix–vector products required to determine the induced dipoles in iterative procedures with a \(O(N \log N)\) computational effort, addressing, therefore, the need for an efficient and scalable implementation. Indeed, SPME for distributed multipoles was introduced by Sagui et al.\(^3^{36}\) and Wang and Skeel\(^3^{35}\) demonstrated that PCG was compatible with SPME, but the study was limited to the case of permanent point charges. We then propose to assemble such ingredients into a new parallel implementation using SPME for distributed multipoles and improved polarization solvers including the newly developed JI/DIIS. This strategy is oriented toward the needs of massive parallelism, allowing one to tackle large systems by distributing both computation and memory on a large number of cores and resorting to a newly developed module of Tinker called Tinker-HP. In fact, the SPME method computes the electrostatic interactions as the sum of a direct space contribution, which is limited to close neighbors, plus a reciprocal (Fourier) space sum, which can be efficiently computed thanks to the fast Fourier transform (FFT). However, the heavy cost in communication of any parallel FFT implementation makes achieving a scalable parallel global implementation a more complex task than for direct space simulations. Such an issue is expected to be the main bottleneck for the parallel efficiency of the presented iterative solvers and will be addressed in our study. To limit the impact of this cost, our parallel implementation exploits the independence of the direct and reciprocal sums by assigning them to two separate groups of processes. Moreover, the data is distributed following a 1D spatial decomposition in both direct and reciprocal space, with the latter being imposed by the FFT library we are using (FFTW) and the former having been chosen for the simplicity of its implementation and its compatibility with the reciprocal space 1D decomposition. Also, our implementation does not exploit Newton’s third law for direct space, as we have observed that it limits its parallel efficiency.

The article is organized as follows. In Section 2, we introduce the SPME formalism in the general context of APMM using distributed point multipoles. In Section 3, we explicitly formulate the polarization energy and introduce the different iterative methods to solve the polarization equations. In Section 4, we explore the parallel behavior of the different iterative algorithms as well as the parallel behavior of the computation of the forces. In Section 5, some numerical results are provided. We conclude the article in Section 6 with some conclusions and perspectives.

2. PME WITH MULTIPOLAR INTERACTIONS

The use of periodic boundary conditions is a natural choice when simulating intrinsically periodic systems, such as crystals or pure liquids, and is a commonly used procedure to simulate solvated systems with explicit solvent molecules including proteins, ions, etc. Notice that an alternative approach, based on nonperiodic boundary conditions and polarizable continuum solvation models, has also been recently proposed for APMM.\(^3^{37,38}\)

When PBC are employed, the use of the particle mesh Ewald method becomes particularly interesting because of both its computational efficiency and the physical accuracy of the results it provides. The PME method is based on the Ewald summation\(^3^{39}\) introduced to compute the electrostatic energy of a system in PBC and has been originally formulated by Darden et al.\(^3^{40}\) This first formulation, that involved Lagrange polynomials, introduced forces that were not analytical derivatives of the energy and another formulation using B-splines, the SPME, was given by Essmann et al.,\(^3^{41}\) allowing analytical differentiation to obtain the forces and so ensuring energy conservation. Such an approach, first developed for distributed point charges only, was extended to distributed multipoles by Sagui et al.\(^3^{36}\) and to distributed Hermite Gaussian densities by Cisneros et al.\(^3^{42}\)

2.1. Notation. In this article, we will use the same notation as in that in our previous article.\(^3^{34}\) Let \(r^{(N)}\) be the system composed of a neutral unit cell \(U\) containing \(N\) atoms at positions \(\{\mathbf{r}_i\}_{i=1}^N\) replicated in all directions. Let \((\mathbf{a}_1, \mathbf{a}_2, \mathbf{a}_3)\) be the vectors defining the unit cell so that its volume is \(V = \mathbf{a}_1 \cdot (\mathbf{a}_2 \times \mathbf{a}_3)\). We will indicate vector quantities by using an arrow if the vectors are in \(\mathbb{R}^3\) and with bold font if they represent a collection of three-dimensional vectors. For instance, \(\mathbf{\mu}\) will be a 3N-dimensional column vector \((\mathbf{\mu}_1, ..., \mathbf{\mu}_N)^T\), where each \(\mathbf{\mu}_i = (\mathbf{\mu}_{i1}, \mathbf{\mu}_{i2}, \mathbf{\mu}_{i3})^T\) is a three-dimensional column vector (in particular, a dipole). We will use Latin indexes as a subscript to refer to different atomic sites and Greek indexes as superscripts to indicate the Cartesian component of a vector so that \(\mu^a_i\) denotes the \(a\)th Cartesian component (\(a = 1, 2, 3\)) of the vector \(\mathbf{\mu}_i\) (\(i = 1, ..., N\)).
For any integers \( n_1, n_2, n_3 \) and \( m_1, m_2, m_3 \), we will denote
\[
\vec{n} = n_1 \vec{a}_1 + n_2 \vec{a}_2 + n_3 \vec{a}_3 \quad \text{and} \quad \vec{m} = m_1 \vec{a}_1^* + m_2 \vec{a}_2^* + m_3 \vec{a}_3^*
\]
where \((\vec{a}_1^*, \vec{a}_2^*, \vec{a}_3^*)\) is the dual basis of \((\vec{a}_1, \vec{a}_2, \vec{a}_3)\) (i.e., \( \delta_{\vec{a}_k}^{\vec{a}_l} = \delta_{kl} \)). Hence, in what follows, \( \vec{n} \) will always be in the direct space and \( \vec{m} \) in the reciprocal space, and we shall identify \( \vec{n} \) with \((n_1, n_2, n_3)\) and \( \vec{m} \) with \((m_1, m_2, m_3)\).

Furthermore, we will call fractional coordinates of the atoms the quantities
\[
\vec{a}_i^* \vec{r}_i = \left[ -\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right] \quad \alpha = 1, 2, 3; \ i = 1, \ldots, N
\]
(1)

In the AMOeba polarizable force field with which we have been working, the charge density of a system is approximated by a set of permanent atomic multipoles (up to quadrupoles) located at the atomic positions \( \vec{r}_n \) which we will denote as follows:
\[
q_{\rho \alpha} \vec{p}_{\rho \alpha} \Theta_{\rho \alpha} \quad \text{for} \ i = 1, \ldots, N
\]

2.2. Ewald Summation and Smooth Particle Mesh Ewald. In this subsection, we will review how to compute electrostatic interactions between permanent multipoles in periodic boundary conditions by using the Ewald summation and the smooth particle mesh Ewald method. The idea is to split the electrostatic energy into three terms: two being sums with good convergence properties and the third one being independent of the atomic positions.

The electrostatic potential at a point \( \vec{x} \) created by the permanent multipoles is obtained by applying the associated multipole operator \( L_i \) to \( \vec{r}_i - \vec{x} \), where, for \( i = 1, \ldots, N \)
\[
L_i = q_{\rho i} + \vec{p}_{\rho i} \cdot \vec{V}_i + \Theta_{\rho i} \vec{V}_i \cdot V_j V_j
\]
(2)
where \( V_j V_j \) is the 3 \( \times \) 3 matrix defined by \( \langle V_j V_j \rangle_{\alpha \beta} = \partial_\alpha \partial_\beta \). Let us define the multipole structure factor \( S(\vec{m}) \)
\[
S(\vec{m}) = \sum_{j=1}^{N} L_j(\vec{m}) \exp(2\pi i \vec{m} \cdot \vec{r}_j)
\]
(3)
with \( L_j \) being the Fourier transform of the multipole operator associated with site \( j \)
\[
\tilde{L}_j(\vec{m}) = q_{\rho j} + 2\pi i \vec{p}_{\rho j} \cdot \vec{m} - (2\pi)^2 \Theta_{\rho j} \cdot M
\]
(4)
where \((M)_{\alpha \beta} = m_\alpha m_\beta \).

The electrostatic potentials \( \Phi_{\text{elec}}(\vec{r}) \) generated by the permanent multipoles at site \( i \) and the corresponding electrostatic energy \( E_{\text{elec}}(\vec{r}^{(N)}) \) are formally given by
\[
\Phi_{\text{elec}}(\vec{r}_i) = \sum_{n \in \mathbb{Z}^3} \sum_{1 \leq i \leq N} L_i \left( \frac{1}{|\vec{r}_i - \vec{r}_j + \vec{n}|} \right)
\]
(5)
\[
E_{\text{elec}}(\vec{r}^{(N)}) = \frac{1}{2} \sum_{n \in \mathbb{Z}^3} \sum_{1 \leq i \leq N} L_i \left( \frac{1}{|\vec{r}_i - \vec{r}_j + \vec{n}|} \right)
\]
(6)
where the exponent \( (n) \) means that the terms \( i = j \) are not summed when \( \vec{n} = 0 \). The Ewald summation technique allows one to decompose the electrostatic energy of the geometric configuration \( \vec{r}^{(N)} \) (eq 6) into three components: a contribution \( E_{\text{dir}} \) consisting of short-range interactions computed in the real space, a global contribution \( E_{\text{rec}} \) computed in the reciprocal space and a self-energy term \( E_{\text{self}} \) which is a bias arising from the Ewald summation. These contributions are given by
\[
E_{\text{dir}} = \frac{1}{2} \sum_{n \in \mathbb{Z}^3} \sum_{1 \leq i \leq j \leq N} L_i L_j \left( \frac{\text{erfc}(\beta |\vec{r}_i - \vec{r}_j + \vec{n}|)}{|\vec{r}_i - \vec{r}_j + \vec{n}|} \right)
\]
(7)
\[
E_{\text{rec}} = \frac{1}{2\pi V} \sum_{\pi \in \mathbb{Z}^3 \atop m \neq 0} \exp(-\pi m^2 / \beta^2) S(\vec{m}) S(-\vec{m})
\]
(8)
\[
E_{\text{self}} = - \sum_{1 \leq i \leq j \leq N} \left( \frac{\beta^3}{2\sqrt{\pi}} q_{\rho i}^2 + \frac{2\beta^3}{3\sqrt{\pi}} |\vec{r}_{ij}|^2 + \frac{2\beta^3}{9\sqrt{\pi}} q_{\rho j} \text{Tr}(\Theta_{\rho j}) + \frac{8\beta^5}{45\sqrt{\pi}} \Theta_{\rho i}^2 + \Theta_{\rho j}^2 \right)
\]
(9)
We therefore have
\[
E_{\text{elec}} = E_{\text{dir}} + E_{\text{rec}} + E_{\text{self}}
\]
(10)
This formulation introduces a positive parameter \( \beta \) that controls the range of the direct term and conversely the importance of the reciprocal term. The direct term is computed using a cutoff (that depends on \( \beta \)) as the erfc function in this term decreases to zero on a characteristic distance that depends on this parameter. Note that, as done by Wang and Skeel, we neglect the surface term that arises during the derivation of the Ewald summation. We have thus chosen to use the self-energy that is commonly used in the literature, and this does not change the associated forces in molecular dynamics. However, as will be shown by some of us, other forms can be considered for this term.

Scaling factors and damping functions are often used in force fields to parametrize electrostatic interactions at short range, for instance, in order to exclude close \((1-2,1-3,1-4)\) neighbors; here, we assume that the only interactions concerned are between atoms within the unit cell. As the Ewald summation corresponds to unscaled interactions, one has to take this into account by adding a correction to the energy computed with this method. Suppose that the interaction between multipoles of sites \( i \) and \( j \) is scaled and/or damped by a factor \( s_{ij}(s_i = s_j) \), then the correction
\[
(s_i - 1) L_i L_j \left( \frac{1}{|\vec{r}_i - \vec{r}_j|} \right)
\]
(11)
has to be added to the total energy. Let us define \( E_{\text{corr}} \) the sum of all these terms
\[
E_{\text{corr}} = \frac{1}{2} \sum_{i=1}^{N} \sum_{j \in M(i)} (s_{ij} - 1) L_i L_j \left( \frac{1}{|\vec{r}_i - \vec{r}_j|} \right)
\]
(12)
where \( M(i) \) is the list of atom sites \( j \) for which the multipolar interactions between sites \( i \) and \( j \) are scaled. For the case of the computation of the polarization energy, where all dipole–dipole interactions are included, such scaling parameters originate from Thole’s damping, which is introduced in order to avoid the so-called polarization catastrophe.

As explained in ref 45, the total electrostatic potential can be split into four contributions \( \Phi_{\text{dir}}, \Phi_{\text{rec}}, \Phi_{\text{elec}} \), and \( \Phi_{\text{corr}} \) with
\[
\Phi_{\text{elec}}(\vec{r}_i) = \frac{1}{\pi V} \sum_{\pi \in \mathbb{Z}^3 \atop m \neq 0} \exp(-\pi m^2 \beta^2 / \beta^2) S(\vec{m}) \exp(-2\pi i m \cdot \vec{r}_i)
\]
(13)
In the context of the SPME method, the fractional coordinates of the atoms that appear in the reciprocal term are scaled by three factors (one for each coordinate). Indeed, let \( K_1, K_2, K_3 \) be positive integers; then, the corresponding scaled fractional coordinates of atom \( i \) are given by \( u_{ij} = K_i u_{ij} \), where \( u_{ij} \) are the original fractional coordinates.

\[
\begin{align*}
\Phi^{\text{rec}}(\vec{r}) &\approx \sum_{\vec{r} \in \mathbb{Z}^3} \theta_p(u_{ij} - n_i) \theta_p(u_{ij} - n_2) \theta_p(u_{ij} - n_3) \\
&\times \left( G^B \ast Q^R(\vec{r}) \right)
\end{align*}
\]

(16)

where \( \theta_p \) are the B-splines of degree \( p \) of Sagui et al.,\(^48\) \( G^B \) is the influence function defined by its Fourier transform in Sagui et al.,\(^48\) and \( Q^R \) is the real space multipolar array associated with the atomic multipoles of the system given by

\[
Q^R(k_1, k_2, k_3) = \sum_{\vec{n} \in \mathbb{Z}^3} \sum_{1 \leq \alpha \leq N} L_1(\theta_p(u_{ij} - k_1 - K_1 n_1)) \\
\times \theta_p(u_{ij} - k_2 - K_2 n_2) \theta_p(u_{ij} - k_3 - K_3 n_3)
\]

(17)

Thus, two sets of parameters control the approximation level of the SPME algorithm: \( K_1, K_2, K_3 \) which define the size of the interpolation grid along each axis, and \( p \), the degree of the B-splines with which these complex exponentials are interpolated.

From a computational point of view, the standard SPME algorithm follows these steps:

1. Compute the real space potential. The derivatives of the erf function can be computed recursively, as shown in ref 49.
2. Compute the correction potential due to scaling factors of the electrostatic interactions (usually done at the same time as the computation of the real space potential).
3. Compute the reciprocal potential:
   - (a) Build the multipolar array \( Q^R \) associated with the atomic multipoles of the system;
   - (b) compute the FFT of this array \( Q^R \);
   - (c) multiply \( Q^R \) with \( G^R \), i.e., the Fourier transform of \( G^B \), which corresponds to a convolution in direct space;
   - (d) compute the backward FFT of the result to get the convolution of \( Q^R \) and \( G^R \);
   - (e) multiply the result with the values of the B-splines at the position where the potential is to be evaluated following eq 16.

### 3. EVALUATION OF THE POLARIZATION ENERGY AND ITS DERIVATIVES IN PERIODIC BOUNDARY CONDITIONS

In this section, we will see how the previously described methods, i.e., the Ewald summation and smooth particle mesh Ewald, can be used in order to compute the polarization energy and the associated forces in a dipole-based polarizable force field.

The static multipoles create, at each atom \( i \), an electric field \( \vec{E}_i \) that is responsible for an induced dipole moment \( \vec{\mu}_i \), the unknown of the polarization problem, in such a way that the (favorable) interaction between the induced dipoles and the inducing field is maximized while the sum of the work to polarize each site and the repulsion between the induced dipoles is minimized. In other words, the electrostatic equilibrium is reached when the total polarization energy \( E_{\text{pol}} \) (defined below) is minimized.

#### 3.1. The Polarization Energy

Let us introduce the vectors

\[
\begin{align*}
E &= \left( \vec{E}_1, \vec{E}_2, \ldots, \vec{E}_N \right), \\
\vec{\mu} &= \left( \vec{\mu}_1, \vec{\mu}_2, \ldots, \vec{\mu}_N \right)
\end{align*}
\]

(18)

where \( E \) collects the electric fields created by the permanent multipoles on the atom sites and \( \vec{\mu} \), the induced dipoles. The polarization energy functional can be written in a compact way

\[
E_{\text{pol}} = -\vec{E} \cdot \vec{\mu} + \frac{1}{2} \vec{\mu}^T T \vec{\mu}
\]

(19)

where the first term represents the interactions between the dipoles and the inducing field and the second one, the interactions between dipoles expressed through the polarization matrix \( T \) that will be introduced below. The minimizer \( \vec{\mu} \) of eq 19 is the total vector of the induced dipole moments we introduced above; it satisfies the optimality condition

\[
T \vec{\mu} = \vec{E}
\]

(20)

#### 3.1.1. Permanent Fields

One can apply the Ewald summation to the electric fields \( \vec{E}_i \) for \( i = 1, \ldots, N \) in a similar fashion to what was described in the last section

\[
\vec{E}_i = \vec{E}_{i,\text{dir}} + \vec{E}_{i,\text{rec}} + \vec{E}_{i,\text{cor}} + \vec{E}_{i,\text{elf}}
\]

(21)

where

\[
\begin{align*}
\vec{E}_{i,\text{dir}} &= \sum_{\vec{r} \in \mathbb{Z}^3} \sum_{1 \leq \alpha \leq N} \left( -\frac{\partial}{\partial \vec{r}_i} \left( \text{erfc}(\sqrt{\beta^2 \vec{r}_i^2 - \vec{r}_i^2 + \vec{r}_i^2}) \right) \right) \\
\vec{E}_{i,\text{rec}} &= \frac{1}{\pi V} \sum_{\vec{m} \neq \vec{0}} \left( -\frac{\partial}{\partial \vec{r}_i} \left( \text{exp}(\pi^2 \vec{m}^2 / \beta^2) \right) \right) \times \text{S} (\vec{m}) \\
&\times \text{exp}(2i\pi \vec{m} \cdot \vec{r}_i)
\end{align*}
\]

(22, 23)
\[ \mathbf{E}_{\text{dir}} = \sum_{j \in \mathcal{M}(i)} -(s_j - 1) \frac{\partial}{\partial r^j} \mathbf{L} \left( \frac{1}{|r_j - \mathbf{r} + \mathbf{n}|} \right) \]  
(24)

\[ \mathbf{E}_{\text{self}} = \frac{4\beta^3}{3\sqrt{2}} \delta_{ij} \]  
(25)

The field \( \mathbf{E}_{\text{self}} \) is a bias arising from the Ewald summation. Applying the SPME method, one can approximate \( \mathbf{E}_{\text{rec}} \) by

\[ \mathbf{E}_{\text{rec}} \approx \sum_{\mathbf{n} \in \mathbb{Z}^3} -\frac{\partial}{\partial r^j} \left( \theta_j(u_{i1} - n_1) \theta_j(u_{i2} - n_2) \theta_j(u_{i3} - n_3) \right) \times (G^R \ast Q^K)(\mathbf{n}) \]  
(26)

where \( Q^K \) is the multipolar array associated with the \( \beta \) component of the \( j \)th induced dipole

\[ Q^K_{j}(k_1,k_2,k_3) = \sum_{\mathbf{n} \in \mathbb{Z}^3} \frac{\partial}{\partial r^j} \left( \theta_j(u_{i1} - k_1 - K_n n_1) \times \theta_j(u_{i2} - k_2 - K_n n_2) \theta_j(u_{i3} - k_3 - K_n n_3) \right) \]  
(31)

From the Ewald summation, the self-fields \( T_{1,\text{self}} \mu_{ij} \), where

\[ T_{1,\text{self}} = -\frac{4\beta^3}{3\sqrt{2}} \delta_{ij} \]  
(33)

also have to be included to the expression of the polarization energy that reads

\[ E_{\text{pol}} = -\sum_{i=1}^{N} E_i \mu_i \mu_i + \frac{1}{2} \sum_{i=1}^{N} \left( \alpha_i^{-1} \right)^{\beta_i} \mu_i \mu_i \]  
(34)

where the polarizabilities \( \alpha_i \in \mathbb{R}^{3x3} \) describe the linear response to an electric field of the contribution of atom \( i \) to the density of charge. Recall that the first term represents the interactions between the inducing field and the dipoles, and the others, the interactions between dipoles.

Finally, the \( 3N \times 3N \) polarization matrix \( \mathbf{T} \) takes the form

\[ \mathbf{T} = \begin{pmatrix} \alpha_{1}^{-1} + T_{1,\text{self}} & T_{12} & T_{13} & \ldots & T_{1N} \\ T_{21} & \alpha_{2}^{-1} + T_{2,\text{self}} & T_{23} & \ldots & T_{2N} \\ T_{31} & T_{32} & \ddots & \ddots & \vdots \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ T_{N1} & T_{N2} & \ldots & \alpha_{N}^{-1} + T_{N,\text{self}} \end{pmatrix} \]  
(35)

3.2. Forces. The forces associated with the polarization energy are obtained by differentiating the latter with respect to the positions of the atoms. At this point, we should remind the reader that not only does \( E_{\text{pol}} \) depends on the atomic positions but also the minimizer \( \mu \). We thus obtain

\[ -F_k = \frac{\partial E_{\text{pol}}}{\partial r_k} = \frac{\partial^2 E_{\text{pol}}}{\partial r_k^2}, \quad k = 1, \ldots, N \]  

where we have exploited the variational formulation of the polarization energy. More precisely, we can develop

\[ -F_k = -\mu_{ij} \mathbf{E}_{ij} + \frac{1}{2} \mu_{ij} \mathbf{E}_{ij} \]  

The second term of the right-hand side of eq 36 originates from the fact that the polarizability tensor needs to be first defined in some molecular frame and then rotated in the lab frame; similar contributions are also present in the first term due to the static dipoles and quadrupoles. Such contributions to the forces require one to take the derivatives of the rotation matrices used to switch from the local frame, where the polarizabilities and multipoles are expressed, to the global frame into account. A complete derivation of these terms, which is straightforward but very cumbersome, can be found in ref 34.

3.3. Iterative Schemes To Solve the Polarization Equations. In Section 3.1, we introduced the polarization equations (20), which require the \( 3N \times 3N \) polarization matrix \( \mathbf{T} \) to be inverted to compute the induced dipoles. As \( N \) can be very large, it is usually not possible to use exact methods such as LU or Cholesky factorizations, whose computational cost scales as \( N^3 \) (for a \( N \times N \) matrix) and that require quadratic storage. A more convenient strategy is to use an iterative method. In a recent article,34b we explored various iterative strategies to solve
the polarization equations. We suggested that two methods seem to be especially suitable for the computation of the induced dipoles within a parallel implementation: the preconditioned conjugate gradient (PCG) method and the Jacobi method coupled with direct inversions in the iterative subspace (DIIS).

We observed that the spectrum of the polarization matrix with periodic boundary conditions computed with SPME has, in general, almost the same structure as for nonperiodic boundary conditions; both methods have the same rate of convergence for our particular problem as what was described in our previous article. The convergence of such methods is shown in Figure 1 in comparison with the Jacobi over-relaxation method (JOR), which has traditionally been used in conjunction with the AMOEBA force field. Similarly to what was observed in direct space computation, both the JI/DIIS and PCG exhibit good convergence properties. Notice that the simple Jacobi iterations are not convergent. Although the rate of convergence is the same as for the previously studied direct space case, the decomposition of the polarization matrix $T$ in three matrices (four with the diagonal) with particular properties makes the parallel implementation of the solvers different.

4. PARALLEL IMPLEMENTATION

Let us recall the steps of both the PCG and JI/DIIS iterative methods in order to comment their parallel implementations with MPI.

Starting from an initial guess $\mu_0$, they define a new set of induced dipoles at each iteration. In the case of the JI/DIIS solver, the new induced dipoles are obtained after one block-type Jacobi iteration followed by a DIIS extrapolation. This extrapolation requires one to assemble the so-called DIIS matrix, which is done by making scalar products of the past increments with the newest one.

Let $\epsilon$ be the convergence threshold and $\text{maxit}$ the maximum number of iterations. Also, let $O$ be the off-diagonal part of the polarization matrix $T$ and $\alpha$ be the $(3N \times 3N)$ block-diagonal matrix with the polarizability tensors of the atoms of the system on its diagonal. Furthermore, let $T_{\text{self}}$ be the $(3N \times 3N)$ block-diagonal matrix collecting the self-terms, and $D$ the $(3N \times 3N)$ block-diagonal part of $T$ given by $D = \alpha^{-1} + T_{\text{self}}$ so that $T = O + D$. Then JI/DIIS can be summarized as follows

while $it \leq \text{maxit}$ and $inc \geq \epsilon$ do

$\hat{\mu}_{it+1} = D^{-1}(E - O \mu_{it})$: Jacobi step

$inc = \|\hat{\mu}_{it+1} - \hat{\mu}_{it}\|_2$: the updated residual

$\mu_{it+1} \leftarrow \hat{\mu}_{it+1}$: DIIS extrapolation

end while

The procedure is slightly more complicated for the conjugate gradient method because the new set of induced dipoles is obtained by updating them using a descent direction. Let $p_0$ be such a descent direction at iteration $it$, $r_0$ is the residual at the same iteration, and $p_0 = -r_0$. Then, the conjugate gradient is described by the following pseudocode (the preconditioned conjugate gradient differs only by the fact that $T$ is replaced by $D^{-1}T$ and $E$ by $D^{-1}E$)

while $it \leq \text{maxit}$ and $\|r_{it}\|_2 \geq \epsilon$ do

$\gamma_{it} = \frac{r_T r_{it}}{p_T p_{it}}$: the new dipoles along the descent direction $p_{it}$

$r_{it+1} = r_{it} + \gamma_{it} p_{it}$: the updated residual

$\beta_{it+1} = \frac{r_{it}^T r_{it+1}}{r_{it}^T r_{it}}$: new descent direction

$p_{it+1} = -r_{it+1} + \beta_{it+1} p_{it}$: new descent direction

end while

In both cases, matrix–vector products are required at each iteration; these involve the current values of the dipoles for the JI/DIIS and the descent direction for the conjugate gradient. In terms of a parallel implementation, the parts that require communication between processes are these matrix–vector products (communication of the dipoles or of the descent direction) and the scalar products (reductions). A detailed discussion on the different aspects of the parallel implementation of the two solvers can be found in the Supporting Information. Note that we have improved our last parallel implementation of the solvers (which was coupled with direct space computations only) so that the only important difference between them is an additional round of communications (of the converged induced dipoles) in the case of the PCG. For this reason, we expect them to have a similar parallel behavior.

4.1. Direct Part (Real Space). In this section, we first recall the main steps of the previously studied parallel implementation of the polarization solvers without periodic boundary conditions and then explain the differences with respect to the case of the direct part of the interactions when SPME is used.

When no periodic boundary conditions are imposed, as studied in ref 34, no cutoff is used so that global communications of the current dipoles (JI/DIIS) or descent direction (PCG) are mandatory and a particle decomposition, where the atoms are distributed among processes without taking into account their positions, is suitable. These global communications, whose number grows quadratically with the number of processes, are then the obvious bottleneck to the effectiveness of the parallel implementation.
Things are more complicated for SPME computations. First, the use of a cutoff for the short-range real space part of the interactions makes the broadcast of all of the dipoles at each iteration unnecessary: at each iteration, each process has to receive only the values of the induced dipoles that are at a distance inferior to the real space cutoff.

To take advantage of this, we choose to use a spatial decomposition load balancing, where each process is assigned to a region of the elementary cell. This implies that each process computes the induced dipoles arising on every atomic site lying in its part of the elementary cell. For now, our algorithm considers only a spatial decomposition into slabs using a 1D decomposition of one of the three directions, and an iterative procedure has been implemented in order to adapt the size of these domains in the case of non homogeneous systems. More advanced load balancing procedures have been proposed in the literature (ref 51). Further developments and the tuning of these techniques for the polarization problem are under active investigation by our team, and they will be included in future implementations. To reduce the total number of messages, a good strategy is to send the induced dipoles by block: a process receives the whole part of the induced dipoles vector treated by another process as long as it needs to receive at least one of its values.

Also, we have observed that using Newton’s third law, that is, to compute the distance involving a pair of atom sites only once, is an important obstacle to a scalable implementation. Indeed, although it allows one to reduce the computations of such distances by half, one has to make additional communication between the processes when using this technique, which has a great impact on the parallel efficiency of the algorithm for large systems and/or when a large number of cores is employed. Furthermore, we observed that the loss in efficiency for a few cores is quickly compensated by the gain in parallel efficiency when a larger number of cores is used.

4.2. Reciprocal Space Part. The computation of the reciprocal polarization matrix/induced dipoles matrix vector product can be divided in four steps, as explained in Section 2.

1. The first one is to fill the multipolar array $Q^i$; this can be easily distributed among the processes.

2. The second one is to compute the FFT of this array. We use the parallel version of the FFTW library52 to perform this task. As with all of the other parallel FFT libraries, the large number of communications that it requires limits its parallel scaling to a relatively low number of cores for the 3D grids normally used for the PME method (up to 128 × 128 × 128, for example). The impact of this can be limited by increasing the real space cutoff while decreasing the size of the FFT grid in order to keep the same accuracy for the PME while limiting the proportional time spent doing FFTS. Furthermore, as a 1D decomposition is used again to split the work among the processors (but this time the reciprocal space is divided into slabs), no performance gain can be obtained by using slabs smaller than one. Note also that the AMOEBA force field35 requires one to compute two sets of induced dipoles, which correspond to two sets of electric fields created by the permanent multipoles on the atom sites with different scaling parameters. However, with the arrays involved in the FFT being all real, it is possible to obtain all of the results by calling only one complex to complex FFT calculation. As mentioned above, the grid points are distributed among the processes with a 1D decomposition when using the MPI version of the FFTW library. Suppose that $K_1$, $K_2$, and $K_3$ are the sizes of the grid axis on the three dimensions on which the FFT has to be done. Then, each MPI process treats slabs of data of size $K_1 \times K_2 \times K_{slab}$ where the variation of the values of $K_{slab}$ is as small as possible between processes in order for the computational load to be well-distributed. We require each process to compute the contribution to the grid of the dipoles whose scaled fractional coordinate $u_{ij}$ belongs to the portion of the grid treated by this process. Depending on how the spatial decomposition is made initially, this may require a few communications between neighboring processes. Because the B-splines are nonzero only on a small portion of the grid around the scaled fractional coordinates $(u_{ij})$ of the corresponding atoms, only processes treating a neighboring portion of the grid may have contributions to the array representing the dipoles that overlap each other grids domain. In terms of communication, this means that before calling the FFT routine each process needs to receive the contributions of its neighboring processes to its part of the grid and send its contribution to the part of the grid of its neighboring processes. Thus, these local communications are not a limiting factor in terms of parallel scaling.

3. Then, the convolution in Fourier space is easily distributed among the processes, and the backward FFT can be directly computed in parallel as each process already has its whole portion of the grid.

4. Finally, for the same reasons as given above, processes have to communicate their part of the grid to neighboring processes in order to extract the reciprocal potentials by multiplying the grid values with the appropriate B-spline values.

As explained above, reductions have to be done during the iterative procedure. This can be done without affecting the parallel scaling by using the nonblocking collective operations from the MPI3 standard that allow one to cover efficiently communications with computations.

4.3. Forces. Things are less complicated for the computation of the forces associated with the polarization energy: no iterative procedure is necessary, and one can make use of previous computations in order to limit the number of calls to the FFT routines. Indeed, as the first step of the computation of the induced dipoles is to compute the electric fields due to the permanent multipoles of the system $E$, the associated multipolar grid $G^a \times Q^b(\vec{n})$ can be stored and reused to get the derivatives of the reciprocal part of this electric fields by just multiplying this grid by the appropriate derivative of the B-splines at the appropriate grid points. This cannot be done to get the electric fields created by the induced dipoles, as the only associated grid that could be stored would be the one associated with the dipoles one iteration before convergence. Thus, it needs to be computed.

5. NUMERICAL RESULTS

5.1. Computational Details. The new solvers were included in our Tinker-HP code that is a stand alone module based on elements of Tinker 6.3 and 7.0 that includes new developments introduced by our lab. The parallel implementation was tested on the Stampede supercomputer of the TACC
parameters are chosen in order to increase the computational cost of the direct part of the interactions (with better parallel scaling) and to decrease the importance of the reciprocal part while keeping a good accuracy of the global results. From our tests, we observed that with these parameters the computation of the polarization energy and of the associated forces represents more than 70% of a full force field single-point calculation. We tested our implementation of both solvers and of the forces on the Stampede cluster and verified that we obtained the same results as the public version of TINKER up to the machine precision when the convergence criterion was pushed to extremely small values. A first implementation showed that the poor parallel scaling of the 3D FFT routines limited the global parallel scaling of the algorithm: no gain could be obtained by using more than 64–128 cores. To limit and compensate the impact of the poor parallel scaling of the FFT routines, a popular strategy is to take advantage of the reciprocal space part by balancing the distribution of cores in such away that the reciprocal and direct space computations each take the same time doing their part of the matrix–vector products. The heterogeneous strategy allows us to increase the scalability of our code up to 512 cores.

The scaling of the PCG and JI/DIIS solvers is illustrated in Figures 2–4.

Table 1. Characteristics of the Test Systems Used To Benchmark the Parallel Implementation and Sizes of the FFT Grids

<table>
<thead>
<tr>
<th>system</th>
<th>no. of atoms</th>
<th>box size</th>
<th>grid size</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>60 000</td>
<td>8.40</td>
<td>72 × 72</td>
</tr>
<tr>
<td>S2</td>
<td>96 000</td>
<td>9.85</td>
<td>80 × 80</td>
</tr>
<tr>
<td>S3</td>
<td>288 000</td>
<td>14.30</td>
<td>128 × 128</td>
</tr>
</tbody>
</table>

*Box size is the size of the edge of the cubic box, in nanometers.

The absolute best timings for the solvers are reported in Table 2. The best timings obtained with the 6.3 version of TINKER, which is parallelized with OpenMP routines and uses a different implementation of the PCG solver, are also reported in Supporting Information for comparison. Both the JI/DIIS and the PCG solvers share a similar parallel behavior; the JI/DIIS solver exhibits a small edge in terms of parallel efficiency, which is explained in Section 4, due to the additional communications happening after convergence in order to compute the forces. Nevertheless, the absolute best timings of the two solvers are comparable.

The parallel computation of the forces associated with the polarization energy also naturally benefits from the separate calculation of the direct and reciprocal contributions. The scaling of our implementation is reported in Figure 5. The absolute best timings are also reported in Table 3, and a
5.2. Further Performance Improvements. All of the loops involved in the solvers and in the computation of the forces can be parallelized with OpenMP within each MPI process in order to limit the number of necessary communications for a given number of cores and to take advantage of the shared memory architecture within each node of the supercomputer. Furthermore, the FFTW library also enables to use such a computational paradigm. We found experimentally that the best results using this hybrid OpenMP/ MPI paradigm were obtained by using two OpenMP threads per MPI process, allowing the overall best timing of the solvers and of the computation of the forces to be improved. Notice that this hybrid paradigm can be used to extend the range of scalability of the MPI implementation; however, whenever the MPI implementation has not reached its scaling plateau, the pure MPI code is always more efficient than the hybrid one. Nevertheless, the hybrid implementation allows one to take advantage of a larger number of processors, when available.

The best overall timings obtained with the hybrid implementation are given in Table 4 for both solvers and for the forces. The total best timings (energy + forces) are also reported. The numbers in the last column of Table 4 give a measure of the overall computational overhead introduced by the use of polarizable force field in a PBC MD simulation: even for a system as large as S3 (almost 300 000 atoms), such an overhead can be reduced to less than a second of wall time by using the JI/DIIS solver together with the new parallel implementation. However, such numbers were computed by using a guess for the dipoles that does not take advantage of previous information, for instance, the values of the dipoles at previous steps of the simulation. As discussed in a recent publication, the results can be further improved by using as a guess the predictor step of Kolafa’s always stable predictor corrector: we report in Table 5 the results obtained by using such a guess, which represents our default choice for MD simulations.

Table 2. Absolute Timings (in Seconds) and Number of Cores Used (in Parentheses) for the PCG and JI/DIIS Parallel Solvers in Our Implementation (TINKER-HP)

<table>
<thead>
<tr>
<th>system</th>
<th>PCG</th>
<th>JI/DIIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.45 (128)</td>
<td>0.44 (128)</td>
</tr>
<tr>
<td>S2</td>
<td>0.50 (192)</td>
<td>0.47 (192)</td>
</tr>
<tr>
<td>S3</td>
<td>0.92 (512)</td>
<td>0.88 (512)</td>
</tr>
</tbody>
</table>

Table 3. Absolute Best Timings (in Seconds) and Number of Cores Used (in Parentheses) To Compute the Forces Associated with the AMOEBA Polarization Energy in Our (TINKER-HP) Implementation

<table>
<thead>
<tr>
<th>system</th>
<th>TINKER-HP</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.07 (256)</td>
</tr>
<tr>
<td>S2</td>
<td>0.10 (256)</td>
</tr>
<tr>
<td>S3</td>
<td>0.20 (512)</td>
</tr>
</tbody>
</table>

Table 4. Best Hybrid MPI/OpenMP Timings (in Seconds) and Maximum Number of CPU Cores for the Solvers and for the Polarization Forces

<table>
<thead>
<tr>
<th>system</th>
<th>cores</th>
<th>solver</th>
<th>PCG</th>
<th>JI/DIIS</th>
<th>forces</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>256</td>
<td>PCG</td>
<td>0.16</td>
<td>0.15</td>
<td>0.04</td>
<td>0.34</td>
</tr>
<tr>
<td>S2</td>
<td>414</td>
<td>JI/DIIS</td>
<td>0.18</td>
<td>0.18</td>
<td>0.08</td>
<td>0.35</td>
</tr>
<tr>
<td>S3</td>
<td>1024</td>
<td>forces</td>
<td>0.32</td>
<td>0.30</td>
<td>0.10</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 5. Best Hybrid MPI/OpenMP Timings (in Seconds) and Maximum Number of CPU Cores for the Solvers and for the Polarization Forces Using the Predictor Step of Kolafa’s Always Stable Predictor Corrector Integrator as an Initial Guess

<table>
<thead>
<tr>
<th>system</th>
<th>cores</th>
<th>solver</th>
<th>PCG</th>
<th>JI/DIIS</th>
<th>forces</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>256</td>
<td>PCG</td>
<td>0.16</td>
<td>0.15</td>
<td>0.04</td>
<td>0.19</td>
</tr>
<tr>
<td>S2</td>
<td>414</td>
<td>JI/DIIS</td>
<td>0.18</td>
<td>0.18</td>
<td>0.08</td>
<td>0.26</td>
</tr>
<tr>
<td>S3</td>
<td>1024</td>
<td>forces</td>
<td>0.32</td>
<td>0.30</td>
<td>0.10</td>
<td>0.40</td>
</tr>
</tbody>
</table>

*The overall dipoles plus forces best timings are also reported.*
In conclusion, our new implementation allows one to treat systems as large as 53 by introducing an overhead as little as 0.7 s on 1024 cores, which can be further reduced to 0.4 s per time step during a MD simulation by using better initial guesses, allowing polarizable MD simulations in PBC to be performed on large and very large systems.

6. CONCLUSIONS

In this article, we presented a new implementation of the polarization energy and associated forces for the AMOEBA force field that is suited to perform polarizable MD simulations using periodic boundary conditions on parallel computers. To do so, we studied the coupling of the PCG and JI/DIIS iterative solvers for polarization to SPME for distributed multipole and discussed their optimal parallel implementation. We stated in the introduction that three ingredients are needed in order to achieve an efficient implementation of a polarizable force field: a fast convergent iterative solver, a fast matrix-vector multiplication technique, and an efficient parallel setup. The three points have been addressed in this article, and the resulting implementation has been tested on large to very large systems. Let us recapitulate the main results of this work. The first two points have been addressed by extending PCG and JI/DIIS to the context of PBC simulations with SPME. Indeed, SPME transforms the involved quantities avoiding the $O(N^2)$ computational bottleneck and replacing it by a $O(N \log N)$ calculation.

Finally, this article addresses the third point with an extended discussion of the various technical issues that affect the specific polarization problems. The two iterative solvers have been analyzed in a real-life context, i.e., MD simulations, when the forces have to be computed after the linear equations have been solved. Both solvers are well-suited for a parallel implementation; however, JI/DIIS appears to be slightly superior to PCG for very scalable implementations. Finally, the use of only a portion of the available CPUs to do the various reciprocal space computations while employing the other processors for the more scalable direct space ones in order to compensate the nonoptimal parallel scaling of the FFTs has been addressed. This nonoptimal parallel behavior is the main bottleneck of our parallel implementation, which is the first to address such issues in a production code for polarizable MD.

The scaling of our implementation is overall quite good up to as many as 512–1024 cores; we would like to point out that a parallel implementation of polarizable force fields is much more challenging than that for additive force fields, as solving the polarization linear systems implies a large number of synchronization barriers, one per iteration, in particular, the effect of which can be only partially mitigated by covering communication with computation.

Overall, we illustrated how our new implementation is well-suited to treat large and very large systems, thus extending the range of applicability of dipole-based polarizable force fields such as AMOEBA to very large systems; by using 1024 cores, as little as 0.4 s per time step is needed to handle the polarization energy and forces for a system composed of as much as 288 000 atoms when Kolafa’s predictor step is used to provide a guess for the iterative solver.

There are still various open challenges and improvements that need to be addressed for polarizable MD simulations. The use of more advanced load balancing techniques, in the spirit of what was done for example in GROMACS, certainly deserves future investigation. The extension of the presented machinery to other advanced force fields, such as SIBFA and GEM, is another interesting development that is being actively investigated in our groups. On a different note, we have recently proposed a complementary approach, that is, the use of polarizable continuum solvation methods instead of PBC: a comparison between the two approaches, especially for difficult systems such as highly charged metal ions or biological molecules, as well as a comparison of the performances of the two approaches is in progress. The presented methods will also be included in the FFX package. We will present in an upcoming paper an improved global scaling of the AMOEBA force field within the massively parallel Tinker-HP package based on Tinker 7.
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