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Ultralow-Voltage Process-Variation-Tolerant
Schmitt-Trigger-Based SRAM Design
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Abstract—We analyze Schmitt-Trigger (ST)-based differen-
tial-sensing static random access memory (SRAM) bitcells for
ultralow-voltage operation. The ST-based SRAM bitcells address
the fundamental conflicting design requirement of the read versus
write operation of a conventional 6T bitcell. The ST operation
gives better read-stability as well as better write-ability compared
to the standard 6T bitcell. The proposed ST bitcells incorporate
a built-in feedback mechanism, achieving process variation toler-
ance—a must for future nano-scaled technology nodes. A detailed
comparison of different bitcells under iso-area condition shows
that the ST-2 bitcell can operate at lower supply voltages. Mea-
surement results on ten test-chips fabricated in 130-nm CMOS
technology show that the proposed ST-2 bitcell gives 1.6 higher
read static noise margin, 2 higher write-trip-point and 120-mV
lower read-���� compared to the iso-area 6T bitcell.

Index Terms—Low-voltage SRAM, process tolerance, Schmitt-
Trigger (ST), ����.

I. INTRODUCTION

P ORTABLE electronic devices have extremely low power
requirement to maximize the battery lifetime. Various

device-/circuit-/architectural-level techniques have been imple-
mented to minimize the power consumption [1]. Supply voltage
scaling has significant impact on the overall power dissipation.
With the supply voltage reduction, the dynamic power reduces
quadratically while the leakage power reduces linearly (to the
first order) [1]. However, as the supply voltage is reduced, the
sensitivity of circuit parameters to process variations increases.
This limits the circuit operation in the low-voltage regime,
particularly for SRAM bitcells employing minimum-sized
transistors [2], [3]. These minimum geometry transistors are
vulnerable to interdie as well as intradie process variations.
Intradie process variations include random dopant fluctuation
(RDF) and line edge roughness (LER). This may result in the
threshold voltage mismatch between the adjacent transistors in
a memory bitcell, resulting in asymmetrical characteristics [4].
The combined effect of the lower supply voltage along with
the increased process variations may lead to increased memory
failures such as read-failure, hold-failure, write-failure, and
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access-time failure [4]. Moreover, it is predicted that embedded
cache memories, which are expected to occupy a significant
portion of the total die area, will be more prone to failures with
scaling [2].

In a given process technology, the maximum supply voltage
(referred to as ) for the transistor operation is determined
by the process constraints such as gate-oxide reliability limits.

is reducing with the technology scaling due to scaling
of gate-oxide thickness. The minimum SRAM supply voltage,
for a given performance requirement (referred to as ), is
limited by the increased process variations (both random and
die-to-die) and the increased sensitivity of circuit parameters at
lower supply voltage. With the technology scaling, is in-
creasing, and this closes the gap between and [5].
Hence, to enable SRAM bitcell operation across a wide voltage
range, has to be further lowered. Various design solutions
such as read-write assist techniques and bitcell configurations
have been explored. Read-write assist techniques control the
magnitude and the duration of different node biases (such as
word-lines, bitlines, bitcell VSS node, and bitcell VCC node)
[5]. In this case, SRAM can be lowered without adding
extra transistors to the six–transistor (6T) bitcell. Various bitcell
topologies are also proposed to enable low-voltage operation. In
this work, we focus only on various bitcell configurations. We
believe that read-write assist circuits can be applied to these bit-
cell configurations for further reduction.

The remainder of this paper is organized as follows.
Section II describes various previously published SRAM
bitcells. Section III briefly presents the Schmitt-Trigger
(ST)-based SRAM bitcells. Section IV shows the detailed
comparison of various bitcell topologies. Section V presents the
measurement results. Section VI summarizes the low-voltage
SRAM design discussion.

II. PREVIOUS SRAM BITCELL RESEARCH

Several SRAM bitcells have been proposed having different
design goals such as bit density, bitcell area, low voltage op-
eration and architectural timing specifications. Fig. 1 lists the
SRAM bitcells having four to ten transistors [6]–[27]. In the
four–transistor (4T) loadless bitcell, pMOS devices act as access
transistors [6]. The design requirement is such that pMOS OFF-
state current should be more than the pull-down nMOS tran-
sistor leakage current for maintaining data “1” reliably. With
increasing process variations and exponential dependence of the
subthreshold current on the threshold voltage, satisfying this de-
sign requirement across different process, voltage, and temper-
ature (PVT) conditions may be challenging.

1063-8210/$26.00 © 2011 IEEE
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Fig. 1. Published SRAM bitcell configurations [6]–[24].

5T bitcell consists of asymmetric cross coupled inverters
with a single bitline [7]. Separate bitline precharge voltages
are used for read and write operations. The intermediate read

bitline precharge voltage requires a dc–dc converter. Tracking
the read precharge voltage across PVT corners would require
additional design margins in bitcell sizing and may limit its ap-
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plicability. A 6T bitcell comprises of two cross-coupled CMOS
inverters, the contents of which can be accessed by two nMOS
access transistors. The 6T bitcell is the “de facto” memory
bitcell used in the present SRAM designs. A single-ended 6T
bitcell uses a full transmission gate at one side [8]. Write-ability
is achieved by modulating the virtual-VCC and virtual-VSS
of one of the inverters. The single-ended 7T bitcell proposed
separately by Tawfik et al. and Suzuki consists of single-ended
write operation and a separate read port [9], [10]. Single-ended
write operation in this 7T bitcell needs either asymmetrical
inverter characteristics or differential VSS/VCC bias. Takeda
et al. have proposed another single-ended 7T bitcell in which
an extra transistor is added in the pull-down path of one of
the inverters [11]. During read mode, the extra transistor is
turned OFF, isolating the corresponding storage node from VSS.
This results in read-disturb-free operation. In a differential
7T bitcell, the feedback between the two inverters is cut off
during the write operation [12]. Successful write operation
necessitates skewed inverter sizing, resulting in asymmetrical
noise margins. In a single-ended 8T bitcell, extra transistors
are added to the conventional 6T bitcell to separate read and
write operation [13]–[17]. Liu and Kursun have proposed a 9T
bitcell with differential read-disturb-free operation [18]. In a
single-ended 9T bitcell, separate read port is used to decouple
read and write operation which is similar to the single-ended
8T bitcell. Stacked read access transistors are used to reduce
the bitline leakage [19], [20]. Recently, differential 8T bitcells
utilizing RWL/WWL cross-point array and data-dependent
VCC have also been reported [21], [22]. Single-ended 10T
bitcells are similar to the single-ended 8T bitcell except for
the read port configurations. Additional transistors are used to
control the read bitline leakage [23], [24]. Noguchi et al. have
proposed a single-ended transmission-gate 10T bitcell [25].
The bitcell contents are buffered using an inverter and then
transferred to the read bitline whenever the bitcell is accessed.
Use of the transmission gate eliminates domino-style read-bit-
line sensing. Thus, read bitline does not require precharge and
keeper transistor. Also, if the the accessed data are unchanged,
read-bitline toggling is avoided. A differential 10T bitcell with
two separate ports for read-disturb- free operation has also been
reported [25]. Chang et al. have proposed a read-disturb-free
differential 10T bitcell which is suitable for bit-interleaved ar-
chitecture [26]. A similar 10T cell with column-assist technique
is also reported. [27]. However, series-connected write access
transistors degrade the write-ability of the bitcell and needs
write-assist circuits such as word-line boosting for a successful
write operation.

In all of the previously reported bitcells, the basic element for
the data storage is a cross-coupled inverter pair. Extra transis-
tors are added to decouple the read and write operations. None
of the previously reported bitcells incorporate process varia-
tion tolerance for improving the stability of the cross coupled
inverter pair of an SRAM bitcell operating at ultralow supply
voltage. For successful SRAM operation under PVT variations,
the stability of the cross-coupled inverter is important. Tradi-
tionally, device sizing has been adopted to mitigate the effect
of process variations. However, device sizing is not effective in
improving the bitcell stability at very low supply voltage [28].

Fig. 2. Conceptual ST schematics: the gate connection of the feedback tran-
sistor is connected to the VCC to show the feedback mechanism during �� �

input transition.

Hence, we need a different design approach for successful low
voltage SRAM design in nanoscaled technologies. In this work
we propose Schmitt Trigger based SRAM bitcell having built-in
feedback mechanism that exhibits the process variation toler-
ance. This robust process tolerance can be an essential attribute
for SRAM scaling into future nanoscaled technology nodes.

III. SCHMITT TRIGGER (ST) SRAM BITCELLS

In order to resolve the conflicting read versus write design
requirements in the conventional 6T bitcell, we apply the
Schmitt Trigger (ST) principle for the cross-coupled inverter
pair. A Schmitt trigger is used to modulate the switching
threshold of an inverter depending on the direction of the input
transition [29]. In the proposed ST SRAM bitcells, the feedback
mechanism is used only in the pull-down path, as shown in
Fig. 2. During input transition, the feedback transistor
(NF) tries to preserve the logic “1” at output ( ) node by
raising the source voltage of pull-down nMOS (N1). This
results in higher switching threshold of the inverter with very
sharp transfer characteristics. Since a read-failure is initiated
by a input transition for the inverter storing logic “1,”
higher switching threshold with sharp transfer characteristics
of the Schmitt trigger gives robust read operation.

For the input transition, the feedback mechanism
is not present. This results in smooth transfer characteristics
that are essential for easy write operation. Thus, input-depen-
dent transfer characteristics of the Schmitt trigger improves both
read-stability as well as write-ability of the SRAM bitcell. Two
novel bitcell designs are proposed. The first ST-based SRAM
bitcell has been presented in our earlier work [30]. Another
ST-based SRAM bitcell which further improves the bitcell sta-
bility has been reported in [31]. To maintain the clarity of the
discussion, the ST bitcell in [30] is termed the “ST-1” bitcell
while the other ST bitcell in [31] is termed the “ST-2” bitcell.

A. ST-1 Bitcell

Fig. 3 shows the schematics of the ST-1 bitcell. The
ST-1 bitcell utilizes differential sensing with ten tran-
sistors, one word-line (WL), and two bitlines (BL/BR).
Transistors PL-NL1-NL2-NFL form one ST inverter while
PR-NR1-NR2-NFR form another ST inverter. Feedback tran-
sistors NFL/NFR raise the switching threshold of the inverter
during the input transition giving the ST action. Detailed
operation of the ST-1 bitcell can be found in [30].
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Fig. 3. ST-1 bitcell schematics.

Fig. 4. ST-2 bitcell schematics.

B. ST-2 Bitcell

Fig. 4 shows the schematics of the ST-2 bitcell utilizing
differential sensing with ten transistors, two word-lines
(WL/WWL), and two bitlines (BL/BR). The WL signal is
asserted during read as well as the write operation, while
WWL signal is asserted during the write operation. During
the hold-mode, both WL and WWL are OFF. In the ST-2
bitcell, feedback is provided by separate control signal (WL)
unlike the ST-1 bitcell, where in feedback is provided by the
internal nodes. In the ST-1 bitcell, the feedback mechanism is
effective as long as the storage node voltages are maintained.
Once the storage nodes start transitioning from one state to
another state, the feedback mechanism is lost. To improve the
feedback mechanism, separate control signal WL is employed
for achieving stronger feedback. Detailed operation of the ST-2
bitcell is explained in our earlier work [31].

IV. SRAM BITCELL ANALYSIS

A. Iso-Area Bitcells

The ST bitcells consumes approximately area compared
with the 6T mincell [30], [31]. Hence, in order to estimate the
minimum supply voltage , it is only fair to compare the bit-
cells under iso-area condition. Fig. 5 shows the thin-cell illustra-
tive layout of the 6T mincell and the proposed ST-2 bitcell. In a
thin-cell layout approach, the vertical dimension is determined

by the poly pitch while lateral dimension is determined by the
device sizing. In general, the SRAM bitcell area is dominated
by the contact and the diffusion spacing. Careful examination
of various industrial minimum–sized 6T bitcell layouts reveal
that only 30%–35% of the lateral dimension contributes to the
device widths while remaining lateral dimension is used for the
contact and diffusion spacing [32], [33]. Note that, the channel
lengths of SRAM transistors may not be set to arbitrary value in
a scaled process due to lithography limitations. Increasing the
channel length increases bitcell area along the bitline direction.
This would increase the bitline capacitance and hence the bit-
line power consumption. Since bitline power is the dominant
component of the overall power consumption, the vertical di-
mension along the bitline is unchanged ( poly-pitch) for the
bitcell upsizing. Any upsizing is realized in the lateral direction
by increasing the device widths along the word-line. This would
increase word-line capacitance and hence word-line switching
power. However, only one word-line in the subarray is active
during a read/write operation. Hence, this approach of bitcell
upsizing would result in minimal increase in power dissipation.
Monte Carlo simulations are performed using 65-nm industrial
process technology models which include systematic as well
as random process variations. Bitcell failure probability is es-
timated assuming Gaussian distribution of the threshold voltage
[3].

1) 6T Iso-Area Bitcell: In this work, we use 6T mincell de-
vice widths of 100, 100, and 200 nm for pull-up/access/pull-
down transistors, respectively. We can upsize the 6T mincell in
various ways. If the bitcell is upsized to be more read-stable, it
would affect its write-ability and vice versa. Hence, all transis-
tors in the 6T mincell are upsized uniformly to improve the read-
stability and write-ability simultaneously. As seen in Fig. 5, in-
creasing device widths linearly increases the bitcell area sublin-
early. For 2 larger area, the 6T mincell device widths need to
be upsized by 4 . The bitcell area is estimated following the
layout rules in [33].

2) 8T Iso-Area Bitcell: Fig. 6 shows the single-ended
sensing 8T bitcell organization [34]. Local bitline (LBL) con-
taining 8/16/32 bitcells is evaluated using the read-merge logic
(NAND gate in Fig. 6). A second stage of Global bitline (GBL)
combines multiple LBL stages. For the LBL stage, to maintain
the dynamic node voltage, a weak pMOS device called a keeper
is used. The keeper device supplies the leakage current of
the pull-down path. As keeper device opposes discharging of
the LBL node, a tradeoff exists between the LBL evaluation
delay and the noise immunity. Due to large signal sensing
and delay/noise tradeoff at the local bitline node, hierarchical
bitline sensing is used. Thus, due to segmented bitline and
the associated read-merge logic, single-ended 8T bitcell array
efficiency is 30–50% [5], [35]. On the other hand, present 6T
bitcell designs utilize differential sensing mechanism resulting
in 65%–75% array efficiency [36]–[39]. Due to a difference
in the array efficiency, the 8T iso-area bitcell should be
evaluated at iso-subarray area condition. Table I shows the
split-up of the total subarray area containing 6T/8T/ST bitcells.
Bitcell areas are normalized to 6T mincell area.

8T (ST) bitcell area is 30% (100%) larger than the 6T min-
cell [13]–[17], [30], [31]. The array efficiency for single-ended
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Fig. 5. 6T bitcell upsizing approach: area versus device widths.

Fig. 6. 8T SRAM: hierarchical bitline sensing mechanism.

TABLE I
SUBARRAY AREA ANALYSIS OF 6T/8T/ST BITCELL

and the differential sensing is assumed to be 50% and 70% re-
spectively. As shown in Table I, for iso-area condition 8T bitcell
can be upsized by . As 8T bitcell
has read-disturb-free operation, any additional area increase can
be used for upsizing the write access transistors to improve the
write- . Therefore, for iso-area 8T bitcell, the write-access

transistors are upsized by 3 compared to the 6T mincell case
(Fig. 7).

3) 10T Iso-Area Bitcell: A 10T bitcell with additional read
ports sutilize differential sensing without disturbing the bitcell
nodes during a read operation [25]. The 10T bitcell proposed by
Chang et al. is another differential sensing bitcell without any
read-disturbs [26]. These bitcells together are referred to as “dif-
ferential 10T bitcells” hereafter. For iso-area comparison, any
additional area is used to upsize the write-access transistors. The
differential 10T bitcell with two separate read ports consumes

larger area compared with the 6T mincell. Therefore,
for iso-area condition, the write access transistors in this bitcell
are upsized by 2 to give the same area as that of the ST bit-
cells (Fig. 8). Single-ended sensing 10T bitcells occupy 1.6
area compared with the 6T mincell area [23], [24]. Single-ended
10T bitcells utilize read-disturb free operation. Hence, any addi-
tional area is used to increase the write-access transistor by 2
for iso-area comparison. Table II lists device sizing for various
bitcell topologies used for analysis.

B. Read-Failure Probability

Read static noise margin (SNM) is used to quantify the read-
stability of the SRAM bitcells. The SNM is estimated graphi-
cally as the length of a side of the largest square that can be em-
bedded inside the lobes of the butterfly curve [40]. Read-failure
probability ( ) is estimated as

If read SNM is lower than the thermal voltage ( 26 mV at
300 K), the bitcell contents can be flipped due to thermal noise.
Note that any other suitable threshold criteria can be used in
estimating read-failure probability. Read- is determined at
the 6-sigma read-failure probability (i.e., ).
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Fig. 7. Iso-area 8T thin-cell layout.

Fig. 8. Iso-area differential 10T cell layout.

TABLE II
DEVICE SIZING FOR VARIOUS BITCELL TOPOLOGIES

Fig. 9 plots read-failure probability versus supply voltage for
various 6T bitcell sizing. It is found that built-in process tol-
erance in the ST-2 bitcell gives lower read-failure probability
compared with the iso-area 6T bitcell. For 8T and 10T bitcells,
read-stability is same as the hold-mode stability as bitcell nodes
are not disturbed during the read operation. As the cross-coupled

inverter size in the 8T/10T bitcell is same as that for the 6T min-
cell, it would show similar hold-failure probability as shown in
Fig. 10. Thus, read-failure probability in 8T/10T bitcell is lower
than the ST bitcells. Lower read-failure probability would trans-
late into lower read- in 8T/10T bitcell compared with the
ST bitcells.
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Fig. 9. 6T versus ST bitcell: read-failure probability comparison.

C. Hold-Failure Probability

Similar to the read stability case, hold-stability is estimated by
computing the hold SNM. Fig. 10 shows the hold-failure proba-
bility variation versus supply voltage for 6T and ST bitcells. As
shown in inset, hold-failure probability ( ) is estimated
as

Hold- is determined at the 6-sigma hold failure probability
(i.e., ). It is observed that upsizing 6T device
dimensions give robust inverter characteristics. This gives lower
hold-failure probability and lower hold- compared to the
minimum sized ST-1 and ST-2 bitcells. As explained above, the
cross-coupled inverter pair size in 8T /10T bitcell and 6T min-
cell are same, it would result in similar hold-failure probabili-
ties. As shown in Fig. 10, ST bitcells show lower hold-failure
probability compared with the 6T mincell. Hence, ST bitcells
would yield lower hold- compared with the 8T/10T bitcell.

Note that ST-1 bitcells having internal node-based feedback
give improved hold-failure characteristics compared with the
ST-2 bitcell. For the ST-2 bitcell, WL and WWL control signals
are OFF during the hold-mode (Fig. 4).

D. Write-Failure Probability

Write-ability of a bitcell gives an indication of how easy or
difficult it is to write to the bitcell. Write-trip-point defines the
maximum 0-side bitline voltage needed to flip the cell content
[41]. The higher the 0-side bitline write-trip-point voltage, the
easier it is to write to the cell. Fig. 11 shows the write-failure
probability variation versus supply voltage. As shown in inset,
write-failure probability ( ) is calculated as

0 mV

Write- is determined at the 6-sigma write-failure proba-
bility (i.e., ). In case of ST-1 and ST-2
bitcell, absence of a feedback mechanism and series-connected

Fig. 10. 6T versus ST bitcell: hold-failure probability comparison.

Fig. 11. 6T versus ST bitcell: write-failure probability comparison.

pull-down nMOS transistors result in higher write-trip point
compared with the 6T bitcell. Consequently, the proposed ST
bitcells give lower write- compared with the 6T bitcell.
For ST-2 bitcell, WL and WWL control signals are asserted,
resulting in lower write-failures compared with the ST-1 bit-
cell. Fig. 12 shows the comparison of write-failure probability
for 8T and ST bitcells under iso-area condition. Upsizing the
write-access transistor in 8T bitcell improves its write-ability.
However, ST bitcells with series connected pull-down transis-
tors give lower write-failure probability and lower write-
compared to 8T bitcell. Single-ended 10T bitcells would result
in write- similar to the 8T bitcell. Fig. 13 shows the write-
failure probability comparison of the differential 10T bitcells
and the ST bitcells under iso-area condition. The proposed ST-2
bitcell gives the lowest write-failure probability and hence the
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Fig. 12. 8T versus ST bitcell: write-failure probability comparison.

Fig. 13. 10T versus ST bitcell: write failure probability comparison.

lowest write- compared with the differential 10T bitcells.
The differential 10T bitcell proposed by Chang et al. contains
two series-connected write-access transistors which degrades
the write-ability of the bitcell.

E. Access-Time Failure Probability

Access-time ( ) is defined as the time required to
produce a prespecified voltage difference ( 50 mV)
between two bitlines. If this bitline differential is less than the
sense amplifier input offset voltage, sense amplifier’s output
may not resolve correctly resulting in incorrect data value.
For a given supply voltage, the access-time failure depends on
array organization viz. bitcell read-current, bitline capacitance
(number of bitcells/column), word-line pulse-width, bitline
leakage, column multiplexer series resistance and sense am-
plifier offset voltage. As the bitline differential depends on the

Fig. 14. Clock frequency variation with supply voltage.

Fig. 15. 6T versus ST bitcell: access-time failure probability comparison.

word-line pulse-width, it is essential to obtain the variation of
clock frequency with the supply voltage scaling (Fig. 14). In
this case, the delay of 20 minimum-sized FO4 (fan out of 4)
inverters is assumed to be one clock period. The SRAM cycle
time is one clock period in which the word-line is activated in
the first phase and the sense amplifier is activated in the next
phase. One hundred twenty-eight bitcells are assumed on a
column. Data pattern for the worst case bitline leakage is used
(i. e. minimum bitline differential). It has been shown that, in-
stead of , the inverse of gives normal distribution
[42]. Hence, access-time failure probability ( ) is
calculated as

where word-line pulse-width.
Access- is determined at the 6-sigma access time failure

probability (i.e., ). Fig. 15 shows the
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TABLE III
���� COMPARISON OF VARIOUS BITCELL TOPOLOGIES

Fig. 16. 8T versus ST bitcell: access-time failure probability comparison.

access-time failure probability variation versus supply voltage
for 6T and ST bitcells. It is found that upsized 6T bitcells give
higher read-current compared with ST-1 and ST-2 bitcells, re-
sulting in lower access-time failure probability and lower ac-
cess- . ST-2 bitcell gives higher read current compared with
the ST-1 bitcell. However, ST-1 bitcell shows better access-time
failure probability due to lower bitline capacitance compared
with the ST-2 bitcell case. For the 8T bitcell, 128 bitcells are
arranged as shown in Fig. 6. The delay from RWL turn-ON to
global bitline (GBL) evaluation is termed as the access-time.
Fig. 16 shows the access-time failure probability comparison of
the 8T bitcell and ST bitcells. At iso-area condition, differen-
tial sensing ST bitcells show improved access time compared
to the single-ended sensing 8T bitcell. This analysis indicates
that differential sensing can give higher performance compared
to the single-ended sensing, as observed in [43]. Single-ended

Fig. 17. Iso-area � comparison of 6T/8T/10T/ST bitcells.

10T bitcells would show access-time characteristics similar to
8T bitcells. For the differential 10T bitcell, the read access tran-
sistors are sized to have same read current as that of the 6T bit-
cell, it would result in similar access-time failure characteristics
(Fig. 15).

F. Iso-Area Comparison

Table III compares the estimated for various bitcell
topologies. Fig. 17 shows comparison of 6T/8T/10T/ST
bitcells under iso-area condition. of a bitcell is determined
at 6-sigma failure probability ( ). is calculated as

As seen in Fig. 17, the ST-2 bitcell shows the lowest
of 617 mV. Built-in feedback mechanism in ST-2 bitcell im-
proves the read-stability. In addition, higher write-trip-point in
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Fig. 18. Iso-area bitcell leakage current comparison.

ST-2 bitcell improves the write-ability. In spite of the read-dis-
turb-free operation in 8T and 10T bitcells, their is limited
by the write operation. For this technology, 6T mincell tran-
sistor widths need to be upsized by 8 (bitcell area increased
by 3.3 ) to achieve same as the ST-2 bitcell. Note that the
upsized ST bitcells show further reduction. In this bitcell

analysis, we do not account the effect of various read/write
assist techniques [5]. We believe that these techniques can be ap-
plied to the bitcell topologies for further reduction.

G. Leakage Current Comparison

Leakage current is an important parameter in the bitcell de-
sign. Fig. 18 shows bitcell leakage comparison of 6T/8T/10T/ST
bitcells under iso-area condition in 65 nm technology. (
110 C, typical corner). It is found that iso-area 6T bitcell due
to 4 upsized transistors consumes higher leakage as
compared with the ST bitcells. 10T differential and ST bitcells
show comparable leakage current. Further, the ST-2 bitcell con-
sumes lower leakage than the ST-1 bitcell. This is because, in
the ST-2 bitcell, both feedback transistors are OFF in the hold
mode unlike the ST-1 bitcell in which only one of the feedback
transistors is OFF.

V. MEASUREMENT RESULTS

A test-chip with 2Kb SRAM array containing 6T and ST-2
bitcells has been fabricated in 130-nm CMOS technology. For
DC measurements, separate isolated 6T/ST-2 bitcells with each
transistor having ten fingers were fabricated. Guard rings and
dummy fingers (transistors) were implemented for the isolated
cell layout in order to minimize the effect of process bias on the
finger structures.

The finger structure would result in transistors having
threshold voltage ( ) same as that of the transistor used in
the bitcell array. Thus, isolated-cell SNM measurement would
be equivalent to the actual SRAM array bitcells. In order to
characterize the memory failure statistics, built-in self-test
circuit was designed [44]. SRAM tester circuit is described in
our earlier work [31]. Measurements were done on ten different
test-chips to fully characterize both 6T and ST bitcell. Fig. 19
shows the captured voltage transfer characteristics during the
read and the hold mode in which the and axes represent
the voltages at the storage nodes. This graph clearly shows that

Fig. 19. Captured read and hold mode characteristics at 300 mV.

Fig. 20. Read SNM measurement with ten test-chips.

the proposed ST-2 bitcell exhibits improved read/hold mode
characteristics compared to the conventional 6T bitcell.

Read-SNM measurements on 10 test-chips show that the pro-
posed ST-2 bitcell on an average gives 58% higher read-SNM
compared with 6T bitcell as shown in Fig. 20 ( ).
The hold-SNM for 6T and ST-2 bitcell is found to be almost
same (Fig. 21). The improvement in ST-2 bitcell read-SNM is
consistent across different supply voltages as shown in Fig. 22.

The write-trip-point was determined by performing the
weak-write-test [45]. Measured results show that the ST-2
bitcell gives higher write-trip-point compared to the 6T
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Fig. 21. Hold SNM measurement with ten test-chips.

Fig. 22. Measured read/hold SNM versus VCC.

Fig. 23. Write-trip-point measurement with ten test-chips.

bitcell ( 300 mV, Fig. 23) which is consistent across
wide range of supply voltage (Fig. 24).

Using the on chip tester circuit, ten test-chips were character-
ized for failure statistics. Supply voltage was reduced gradually
and read failures were counted using the built-in counter. The
clock frequency was kept low to avoid access-time failures.

Read- was determined as the highest supply voltage
where the first read failure occurred. As shown in Fig. 25,
the proposed ST-2 bitcell with built-in feedback mechanism
achieves 120 mV lower read- compared to the standard
6T bitcell. Also, it is found that the weak-write-test (WWT)
voltage is higher in the ST-2 bitcell compared to the 6T bitcell.
At 300 mV, the operating frequency is 270 kHz with leakage

Fig. 24. Measured write-trip-point versus VCC for one test-chip.

Fig. 25. Measured read failure statistics for ten test-chips.

Fig. 26. Measured leakage current versus VCC for five test-chips.

power consumption of 0.11 W (Fig. 26). Supply voltage was
reduced gradually to determine the correct read functionality.
The best case read- for the proposed ST-2 bitcell was
150 mV at 500 Hz (Fig. 27).

Fig. 28 shows the die photograph and the test-chip measure-
ment summary. Fig. 29 shows the possible application space for
the proposed ST-2 bitcell. Since the ST bitcells consume 2
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Fig. 27. ST-2 bitcell read operation at 150 mV/500 Hz.

Fig. 28. Die photograph and chip measurement summary.

Fig. 29. ST SRAM bitcells: application space.

larger area compared with the 6T mincell, at iso-area, the up-
sized 6T bitcell has better performance compared with the ST
bitcells (Fig. 15). However, due to built-in process tolerance,

the proposed ST bitcells can potentially be useful in applica-
tions requiring ultra low voltage. Recently, Wilkerson et al. have
proposed the use of ST-1 bitcell for tag-arrays to achieve low
voltage cache operation [46].

VI. CONCLUSION

Lowering the supply voltage is an effective way to achieve
ultra-low-power operation. In this work, we evaluated ST-based
SRAM bitcells suitable for ultra-low-voltage applications. The
built-in feedback mechanism in the proposed ST bitcell can
be effective for process-tolerant, low-voltage SRAM operation
in future nanoscaled technologies. Monte Carlo simulations in
65-nm technology predict lower for the proposed ST-2
bitcell under the iso-area condition. Measurement results with
a 130-nm test-chip clearly demonstrate the effectiveness of the
proposed ST-2 bitcell for successful ultralow-voltage operation.

A. Future Work

In this paper, 6T/8T/10T/ST SRAM bitcell topologies are an-
alyzed for achieving low voltage operation. ST bitcells offer
low voltage operation with 2 area overhead. On the other
hand, various read/write assist techniques achieve significant

reduction, with lower area overhead. Hence, for a given
constraint, optimal combination of the bitcell topology

read/write assist technique should be chosen for minimal
area/power overhead. Thus, the effectiveness of read/write as-
sist techniques for each of the bitcell topology needs to be in-
vestigated for achieving lower .
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