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Abstract—With CMOS process technology scaling, the mask
cost for fabricating nano-scale transistors, contacts, and
interconnects has become prohibitively expensive, especially, for
low volume designs. Moreover, higher transistor density has
resulted in higher design complexity and large-sized die, which
has led to an increase in the design cycle time and degradation
in the process yield. These challenges are forcing low-volume
application-specific integrated circuits (ASICs) toward highly
suboptimal field-programmable gate arrays (FPGAs). In this arti-
cle, we propose a new approach for designing and fabricating
high-mix, low-volume heterogeneously integrated ASICs, referred
to as Microscale Modular Assembled ASIC (M2A2), consisting of:
1) pick-and-place assembly of prefabricated blocks (PFBs) which
utilizes the nano-precision placement capabilities developed in
jet-and-flash imprint lithography (J-FIL) and 2) EDA design
methodology utilizing unsupervised learning and graph-matching
techniques. The EDA methodology leverages existing CAD tool
infrastructure for easy adoption into the current EDA ecosystem.
The proposed fabrication technology makes use of pick-and-place
assembly technique to allow nano-precise assembly of PFBs. The
PFBs can be fabricated in advanced process nodes and then
knitted together on a wafer substrate. Custom-designed low-cost
back-end metal layers can then be created/placed on top of the
PFB knitted layer to realize a variety of high-mix, low-volume
ASIC designs. M2A2 would allow more flexibility in front-end
design by optimal PFB selection and knitting compared to the
earlier proposed approaches such as structured ASICs (sASICs).
In this article, the performance of M2A2-based designs are com-
pared with different design technologies, such as baseline ASICs,
FPGAs, and sASICs at 16 nm, 40 nm, and 130 nm CMOS pro-
cess nodes. The post-PNR simulation results achieved over 15
IWLS benchmarks show that the proposed M2A2 designs achieve
27.11 × −34.89× reduced power-delay-product (PDP) compared
to FPGAs, and incur 1.69 × −2.36× larger area compared to
the baseline ASICs. The M2A2 designs achieve 15%–68.5%
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smaller area and 8.5%–52% higher performance compared to
the sASIC methodologies. Moreover, the key fabrication steps in
the proposed M2A2 technology are presented. The experimental
fab results along with the proposed EDA flow simulations show
promising results for the proposed M2A2 technology. Design
tradeoffs and process challenges for large scale deployment of
the M2A2 technology are discussed along with their mitigation
strategies.

Index Terms—Application-specific integrated circuit (ASIC),
field-programmable gate array (FPGA), jet-and-flash imprint
lithography (J-FIL), microscale modular assembled ASIC
(M2A2), prefabricated block (PFB).

I. INTRODUCTION

THE AGGRESSIVE scaling of critical dimensions in
scaled CMOS technology has resulted in an enormous

increase in the cost of the mask-sets for advanced application-
specific integrated circuits (ASICs). Furthermore, higher tran-
sistor density has resulted in increased design complexity,
which has led to an increase in the verification effort, more
design respins, increased cycle times and eventually a longer
time-to-market (TTM). The combined effects of these factors
have made advanced ASICs [Fig. 1(a)] prohibitively expensive
for low/mid volume applications [1].

Multiple solutions have been proposed earlier for cost effec-
tive low-volume designs. For example: 1) field-programmable
gate array (FPGA) [Fig. 1(b)] provides cost feasible solu-
tion due to the configurable logic blocks (CLBs) to realize
a variety of functions. However, due to the high number of
redundant/unused CLBs and input–output blocks (IOBs), and
programmable interconnects with long wirelength, the FPGA-
based approach incurs higher area, higher power, and lower
performance when compared to the baseline ASICs. These
design overheads are particularly challenging to overcome
in power constrained integrated circuits [2] and 2) Earlier
proposed structured ASIC (sASIC) [Fig. 1(c)] methodology
addresses the cost versus performance tradeoff in FPGA by
giving more flexibility in look-up table (LUT) design and
reducing the routing overheads [2]. However, sASIC approach
still results in placement and routing congestion, and neces-
sitates significant change in the existing commercial CAD
tools [3]. This complicates the design implementation process
and consequently its widespread adoption.

To achieve a cost-effective design, along with design flex-
ibility, low redundancy, shorter wire-lengths, and low routing
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Fig. 1. Different design technologies. (a) ASIC. (b) FPGA. (c) sASIC.
(d) M2A2 (proposed in this article).

congestion, we propose a microscale modular assembled ASIC
(M2A2) technology. The proposed M2A2 technology could
enable the sharing of the critical mask-set cost across many
ASICs using prefabricated blocks (PFBs). In the proposed
M2A2 approach, an SoC is fabricated by physically assem-
bling PFBs, which contain front-end critical mask layers, i.e.,
transistors, and front-end interconnects, onto a product wafer,
and subsequently connecting the PFBs using custom back-
end metal layers (for which the mask cost is low). Fig. 1(d)
shows the floorplan of M2A2 design with two types of PFBs
knitted on the SoC. This approach would enable amortiza-
tion of the mask costs, as well as design effort across a
large number of designs, while approaching baseline ASIC
power-performance-area (PPA) metric. The fabrication of the
proposed modular ASICs could be realized by assembling
PFBs on a wafer substrate using either existing pick-and-
place approaches [4]–[6], or using the preferred approach
of Jet-and-Flash-Imprint-Lithography (J-FIL)-based pick-and-
place assembly. The preferred assembly technique, which
is described in more detail in Section III, leverages sub-
5nm precision large-area placement capabilities developed in
jet-and-flash imprint lithography (J-FIL) [7], [8].

The main contributions of this article are as follows.
1) The concept of designing a variety of low-volume ASICs

using PFBs is proposed.
2) An overview on M2A2 fabrication technology and pick-

and-place assembly is presented.
3) An entire M2A2 EDA methodology comprising of front-

end and back-end design solutions is presented.
4) The proposed CAD solutions based on unsupervised

learning and graph matching techniques are discussed
in detail for optimal PFB design, knitting of PFBs on
SoC and post-Mask clock tree synthesis (CTS).

5) The M2A2 synthesis, preCTS and routing methodology
based on commercial EDA tools is discussed.

6) The experimental results of some of the key steps
involved in the M2A2 fabrication and process technol-
ogy are presented.

7) The detailed performance comparison (post-PNR sim-
ulation) of M2A2-based designs over set of various

TABLE I
QUALITATIVE COMPARISON WITH OTHER DESIGN TECHNOLOGIES

international workshop on logic synthesis (IWLS)
benchmarks, and over different CMOS process nodes
(130 nm, 40 nm, and 16 nm) is performed with earlier
proposed sASICs, FPGAs and baseline ASICs design
configurations.

The key benefits of the proposed M2A2 technology (sum-
marized qualitatively in Table I) are as follows.

1) Enables sharing of the mask-set cost across many ASIC
designs, thus reducing the NRE costs for individual
designs.

2) Greater flexibility in the front-end design compared to
sASICs and metal configurable ASICs, thereby improv-
ing PPA.

3) Leverages existing commercial EDA tools to perform
tool-based design optimizations with reduced number
of ECOs (engineering change order), thus potentially
reducing TTM in comparison to ASICs and sASICs.

4) Enables design of domain-specific SoCs using the lim-
ited number of PFBs.

5) Enables heterogeneous integration through the assembly
of PFBs manufactured using different materials and/or
different technology nodes and/or memory technologies.

6) Enables manufacturing of secure ASICs for low-volume
security-critical applications. This could be achieved by
manufacturing generic PFBs at a commercial foundry
using advanced CMOS nodes, manufacturing custom
metal die (CMD) comprising of higher metal layers
(relaxed pitch; low NRE cost) at a trusted foundry, and
then knitting PFBs and CMD using a pick-and-place
fabrication technique at a trusted foundry (Fig. 2).

This article is organized as follows. In Section II, we
present the concept of a PFB-based SoC. Section III presents
the overview of the proposed M2A2 fabrication technology.
Section IV describes the proposed M2A2 EDA methodology.
Various M2A2 design tradeoffs and guidelines are discussed
in Section V. The experimental results of the M2A2 fabrica-
tion and process technology are presented in Section VI. In
Section VII, M2A2 EDA post-PNR simulation results compar-
ing PPA of M2A2-based designs with baseline ASICs, sASICs,
and FPGAs are presented. Various design and process chal-
lenges along with their mitigation strategies are discussed in
Section VIII. The conclusions are presented in Section IX.

II. M2A2 BIG PICTURE

A PFB is a circuit element which is 10–100 s of microns
in lateral dimension, and consists of transistors and front-
end interconnects. In the default configuration, it comprises
of a base layer made up of transistors and front-end metal
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Fig. 2. Fabrication methodology of PFB-based SoC.

layers with vias which form front-end interconnects. It may
also include power and ground rails at lower metal layer(s)
to power the transistors. PFBs can be of multiple types, such
as logic PFBs, memory PFBs, IO PFBs, macro cell PFBs to
perform logic, memory, IO, and macro cell block operations,
respectively. A typical PFB-based SoC can instantiate differ-
ent types of PFBs multiple number of times (Fig. 2). The PFB
instances are interconnected with higher metal layers (requir-
ing low mask-set cost) to implement the desired functionality.
In this article, we implement an SoC using logic PFBs. The
logic PFB is comprised of optimally placed standard cells with
its input and output pins not connected to another logic cell
(spare gates).

III. M2A2 FABRICATION OVERVIEW

The M2A2 fabrication process involves picking PFBs
from source substrates and placing them onto product sub-
strates with nanometer-scale placement precision. A placement
precision of 1/6th of the PFB top-metal pitch would typically
be required [9]. For instance, a top-metal pitch of 100 nm
would require a placement precision of 16 nm (3σ ). Nano-
precise pick-and-place assembly required for the proposed
M2A2 technology is based on J-FIL. Sub-20-nm (3σ ) pattern
placement accuracies have been demonstrated previously for
J-FIL [7]–[8], [10]. J-FIL is a form of nanoimprint lithogra-
phy (NIL), which uses low-viscosity ultra-violet (UV)-curable
resists, along with room temperature and atmospheric pres-
sure operation, to enable improved overlay control over other
forms of NIL. J-FIL is currently being explored as a next-
generation lithography technique for advanced memory [7],
and is being deployed in production at the Toshiba Fab by
Canon Nanotechnologies Inc.

In connection with M2A2 fabrication, J-FIL can be viewed
as a pick-and-place technique for the template mask. Fig. 3(a)
shows the standard J-FIL process, whereas Fig. 3(b) shows
the J-FIL process viewed as a vacuum-based pick-and-place
technique. Viewed from this perspective, J-FIL has already
demonstrated sub-2.5-nm overlay precision in the pick-and-
place of template masks [11]. The proposed pick-and-place

Fig. 3. (a) Standard J-FIL process consists of five primary substeps—step 1:
resist dispense onto the to-be-patterned region(s) of the substrate, step 2:
coarse (≈1μm precision) alignment of the template mask on top of the inkjet-
dispensed region(s), step 3: gradually bringing the template in contact with
substrate, and nano-precision alignment of the template in-fluid (i.e., as the
template is in contact with the inkjetted resist), step 4: UV exposure to cure the
resist, step 5: separation of the template from the cured resist while ensuring
that neither the template features nor the imprinted features get damaged.
(b) J-FIL viewed as a vacuum-based pick-and-place technique—in every J-FIL
step, a template chuck holds the template mask using vacuum. As the template
is urged in contact with the substrate in step 3, it is essentially the template
chuck precision-placing the template mask onto the substrate. In step 5, the
template chuck picks up the template mask securely and repeats the sequence.

Fig. 4. Proposed pick-and-place process for M2A2 modeled along the lines
of J-FIL. Here, the die-by-die pickup superstrate performs the same function
as the template chuck during mask pickup in J-FIL. Once a PFB is picked, it
is precisely placed and bonded to the product substrate in a manner similar
to the in-liquid alignment step in J-FIL.

process for M2A2 could utilize these commercially vali-
dated nano-precision capabilities of J-FIL for enabling the
nano-precise assembly of PFBs. Fig. 4 shows a J-FIL-based
pick-and-place process for M2A2. The following are some
of the important components of the proposed J-FIL-based
pick-and-place process.

A. PFB Fabrication on Source Wafers

PFBs are fabricated on source wafers using conventional
semiconductor fabrication methods. These source wafers con-
tain a buried sacrificial layer, such as a buried oxide layer
(BOX), which can be partially etched off to leave behind
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tethers. The tethers facilitate high-throughput pickup of the
PFBs. Wafers with buried insulating layers, such as silicon-on-
insulator (SOI), are one possible option for the source wafer.
The experimental results for tether formation on SOI source
wafers are presented in Section VI-A.

B. Preprocessing of Source Wafers

The source wafers go through the following preprocessing
steps to demarcate the PFBs within the source wafer and form
tethers which are critical for reliable (without damaging the
circuit/functional elements) PFB pickup. Preprocessing is also
essential for good bonding performance of the interconnects
being formed between the PFBs and the CMD (during the
CMD placement step).

1) Chemical Mechanical Polishing: Microscopic roughness
of the PFBs can prevent bonding during the placement step.
Chemical mechanical polishing (CMP) enables good bonding
yield by ensuring that PFB surfaces are mirror polished [12].

2) Encapsulation Layer Coating: PFBs are exposed to cor-
rosive etchants during the tether formation process. To protect
the functional elements of PFBs from damage during the tether
etch, an encapsulation layers is coated on the PFBs. The encap-
sulation is composed of chemically inert components, such as
parylene, carbon, etc.

3) Access Hole Etch: Prior to the tether etch, access holes
are etched through the PFBs, down to the buried sacrificial
layer, for the tether etchant to be able to physically reach and
etch the sacrificial layer. These access holes are generally rel-
atively sparse (for instance, a 1-μm diameter hole per 10 μm
× 10 μm PFB region).

4) Tether Etch: Tethers are formed in the buried sacrificial
layer by partially etching it off. The etch is performed using
vapor-phase etchants, to prevent PFB collapse due to stiction.

Some of the above preprocessing unit steps have been
demonstrated on bare SOI wafers, and the results are presented
in Section VI-B.

C. PFB Pickup

Once the source wafers are adequately preprocessed, a
vacuum-based pick-and-place substrate is brought into con-
tact with the source wafer. The vacuum is turned on at specific
pickup locations and the PFBs are lifted away, in bulk, from
the source wafer. Subsequently, individual PFBs can be picked
from the PFB carrying substrate using the die-by-die pickup
superstrate, as shown in Fig. 5. It should be noted that dur-
ing all pickup steps (bulk and individual), proper attachment
of PFBs to the carrying substrates needs to be ensured (oth-
erwise, there is risk of large deformations, and subsequent
PFB circuit damage or even destruction). As PFBs are lifted
away from the source wafer (for instance), the following two
competing effects take place: 1) as the gap expands between
the PFBs and the source wafer, the air in the gap becomes
rarer and 2) to try to increase the pressure of the rarefying
air in the gap, air rushes in from the edges of the PFB, where
large holes in the carrying substrates (10s of microns in width)
maintain the pressure at 1 atm. These two effects have signif-
icantly different timescales. Thus, if a PFB is picked up faster
than pressure equalizes in the gap, it could either lose suction
entirely or in parts, and potentially be subjected to large defor-
mations and circuit damage. To alleviate this risk, and ensure

Fig. 5. Illustration of M2A2 pick-and-place assembly sequence in greater
detail—PFBs fabricated on source wafers, are first processed to form tethers
in the buried sacrificial layer and then transferred, in bulk, to a PFB carrying
substrate. Subsequently, a die-by-die pickup superstrate picks up individual
PFBs from the carrying substrate and precisely places them onto the product
substrate. During the placement, an in-air alignment step can be used in place
of in-liquid alignment, where the lubricating/bonding fluid is dispensed only
on the periphery of the PFB and not in the center.

pickup with minimal PFB deformation, we have modeled the
fluid flow conditions during the PFB pickup steps. The model
and results are presented in Section VI-C.

D. PFB Placement

Once picked up and attached to the (die-by-die) super-
strate, the PFBs need to be placed onto a precise grid on
the product wafer. This is necessary to ensure that the subse-
quent CMD placement (on the PFB knitted layer) can happen
with the required alignment precision for formation of well-
aligned interconnects (correctly functional) between the PFBs
and CMD. During this step, the interfacial fluid between the
product substrate and the PFB (liquid or air or a combina-
tion thereof) helps in maintaining lubrication between the two
as the placement is taking place. This step is similar to the
imprint step in J-FIL. Many of the solutions developed in
J-FIL, such as the magnification/shape control system [13] (for
correcting in-plane nano-scale distortions during PFB pickup),
thermal and hybrid actuation systems [14] (for improved over-
lay control over and above the magnification/shape control
system), and moiré-based overlay metrology [15] (for moni-
toring alignment of PFB with the substrate in the real time to
ensure reliable, nano-precise placement) could be directly uti-
lized during the placement of the PFBs. The alignment results
obtained using the hybrid actuation approach are presented in
Section VI-D.

E. PFB Bonding

To ensure that the PFBs do not lose their nano-precise regis-
tration (with respect to the product substrate), proper bonding
of the PFBs to the substrate is necessary. During this step,
PFBs are first temporarily and then permanently bonded to
the product substrate. This step has been demonstrated before
by a number of groups, and is commonly employed in wafer
bonders [12], [16], [17] for packaging applications.
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F. CMD Placement and Bonding on Top of PFB Assembled
Layer

Once all the PFBs are assembled, a CMD, comprising of
only higher metal interconnects, is placed on top of the prior
PFB assembled layer. The CMD assembly is performed using
a similar process sequence as used for the PFB assembly. In
this way, a full SoC can be fabricated by assembling PFBs
and CMD in the proposed M2A2 technology.

It should be noted that a thin oxide layer covers the sur-
face of the copper contacts on the PFBs. Thus, once bonded
and without any further processing, the Cu-Cu interface would
have an oxide layer sandwiched between the copper surfaces.
If left untreated, this could compromise the conductivity of
the bonded interface. A bake step is performed to alleviate
this problem—during the bake, copper oxide diffuses along
the interface and forms clumps of copper oxide, which helps
the rest of the interface form better quality Cu-Cu bonds [18].

IV. M2A2 EDA METHODOLOGY

In this section, we first present an overview of the proposed
EDA design flow. Next, we discuss the PFB design algo-
rithm to design logic PFBs. Then, M2A2 front-end design
implementation flow comprising of the PFB knitting algorithm
and post-Mask ECO synthesis is presented. Finally, back-end
design implementation comprising of pre-CTS optimizations,
post-Mask CTS, route, and buffer insertion solutions is dis-
cussed.

A. M2A2 EDA Flow Overview

Fig. 6 describes the EDA methodology for design imple-
mentation of logic PFBs-based SoC. In the logic PFB design
generation, a limited number of PFBs are generated based
on timing and placement data from multiple baseline ASICs
(Section IV-B). Once the PFBs are generated, it serves as the
design library. In the M2A2 design implementation phase,
PFBs are first knitted together to realize a PFB-based SoC
(Section IV-C). The PFBs are chosen and placed such that they
meet the functional requirements of a given design. Next, PFB
design and PFB knitted SoC placement data are processed to
generate the netlist, and design exchange format (DEF) files
in the data preparation phase (Section IV-C). Then, the com-
mercial ECO tool (Cadence Conformal) is used to perform
post-Mask ECO synthesis (Section IV-D). In the post-mask
design, the base layer of transistors/standard cells remains
frozen/fixed. This allows synthesizing of the design using
spare cells preplaced in PFB knitted SoC. For best timing
results, physical layout estimation (PLE) ECO synthesis flow
is enabled [19]. Furthermore, for bigger benchmarks, min-cut
partitioning is performed to segment benchmark into multiple
smaller modules. Each module is first synthesized separately
using PLE ECO synthesis flow, and then all modules are
stitched back to realize a complete synthesized design for a
given benchmark. These steps form the front-end design phase.

In the back-end design phase, preclock tree synthesis (pre-
CTS) optimizations are first performed using a commercial
EDA tool (Cadence Innovus) (Section IV-E). Next, post-mask
CTS is performed. In order to implement post-Mask CTS, first
a commercial EDA tool (Cadence Innovus) is used to build a
clock tree by inserting cells in the desired regions of SoC. The
desired regions are those where spare clock buffers, inverters

Fig. 6. Proposed M2A2 EDA flow for logic PFB-based SoC.

and clock gating cells are placed. Then, the newly added
clock tree cells are mapped to the existing spare cells using
min-cost bipartite graph matching algorithm (Section IV-F).
Once the clock tree is built optimally using the spare cells,
post-Mask routing and signoff analysis is performed using
commercial EDA tools (Section IV-G). For post-route timing
closure, post-Mask buffer insertion solution based on greedy
matching technique is used to insert preplaced spare buffers
in the paths to resolve the timing violations (Section IV-H).
Finally, design is functionally verified and the GDSII file is
generated.

B. PFB Design Algorithm

1) Overview: The PFB design problem can be formulated
as designing a limited number of optimal PFBs which can
be used to implement multiple ASICs. The random selection
and adhoc placement of standard cells in PFBs may cause
congestion, high interconnect delay, and timing closure issues.
Further, PFB knitted design may end up using high number
of PFBs, thus, degrading PPA metric. On the other hand, the
greedy mapping-based clustering [20] techniques can be used
for PFB design. However, these methods do not guarantee
global optimal solution since decisions are made iteratively
based on the information available in each iteration, rather
than optimizing the overall objective function [20]. In order
to design optimal PFBs, we propose a PFB design algorithm
(Fig. 7) based on graph matching and unsupervised learning
techniques.

2) Key Idea: The key idea is to design PFBs by learn-
ing from the placement of standard cells in multiple baseline
ASICs (training set designs). We first identify regions in the
training set designs which have similarity in the placement
of standard cells using the min-cost bipartite graph matching
technique [21]. Next, regions with similar standard cell place-
ment are grouped together to generate PFBs using k-means
clustering algorithm. The random initialization of centroids
in k-means clustering usually results in a suboptimal solu-
tion [22]. To address this issue, we have determined initial
centroid positions such that each centroid lies within unique
cluster.

3) Rationale: PFBs are generated considering only the
physical placement of standard cells, and not the logical con-
nectivity among the cells. This is due to the fact that PFBs in
this case comprise only of standard cells with floating input
and output pins. In case, PFBs comprise of standard cells
which are interconnected using metal layers (M2–M5), logical
connectivity of cells should also be considered.

Authorized licensed use limited to: University of Texas at Austin. Downloaded on November 24,2020 at 22:35:23 UTC from IEEE Xplore.  Restrictions apply. 



SAYAL et al.: M2A2s FOR HIGH-MIX, LOW-VOLUME, HETEROGENEOUSLY INTEGRATED DESIGNS 4765

Fig. 7. Overview of the proposed PFB design algorithm.

4) Algorithm Details: The PFB design algorithm (Fig. 7)
can be divided into two phases: 1) generating initialPFBs
which serve as initial centroids for k-means clustering algo-
rithm and 2) improving initialPFBs by performing k-means
clustering and generating a final set of PFBs.

4.1) Phase 1 (InitialPFBs Generation): In step 1, the train-
ing set designs are synthesized and placed using baseline ASIC
flow. Next, these training set designs are placed (merged) next
to each other, and cells placement and timing (slack, period,
etc.) information is processed.

In step 2, the floorplan of the merged designs is seg-
mented into multiple small regions, named as bins [Fig. 7
and Fig. 8(a)]. The dimensions of bins are kept the same as
that of a PFB (user input). Next, the relative location of each
cell in a bin is calculated by assuming lower left corner of the
bin as the origin [Fig. 8(b)].

The steps 3–5 determine the similarity in the placement
of standard cells with the same functionality across differ-
ent bins. It should be noted that only functionality (ignoring
drive strength and VT class attributes) of the standard cell
is considered in the similarity analysis. For example, cells
AND2X1_LVT and AND2X2_HVT are considered the same,
since both implement the functionality of a 2-input AND gate.

In step 3, cellTimingWeight metric for each cell instance is
evaluated, as given by (1). The product of clock frequency and
number of stages for each timing path passing through a given
cell is computed, and the maximum product value is taken as
a cellTimingWeight

cellTimingWeight = max∀ pathi∈all Paths

(
#stagespathi

∗ freqpathi

)
.

(1)

Fig. 8. Illustration of disSimilarityCost analysis in the PFB design algorithm.

Typically, higher number of stages, and/or faster clock speed
leads to lower timing slack margin in each stage of a timing
path. Thus, cellTimingWeight signifies the timing critical factor
for a given cell. Then, binTimingWeight metric for each bin
is calculated by accumulating the cellTimingWeight values of
all the cells placed in a given bin, as given by (2). The bins
where critical timing path cells are placed, and/or bins with
higher number of cells have higher values of binTimingWeight
metric [Fig. 8(a)]

binTimingWeight =
m∑

i=1

cellTimingWeighti (2)

where m is the total number of cells present in bin.
In step 4, the most timing critical bin (bin with the highest

binTimingWeight) is assigned as the time-critical bin. All the
other bins are compared with the time-critical bin. The similar-
ity analysis is performed using a bipartite graph [Fig. 8(c)]. A
bipartite graph is a set of graph vertices decomposed into two
disjoint sets, say A and B such that every edge connects vertex
in A to one in B [21]. The cells of a given bin (set A) are
matched to the cells of the time-critical bin (set B). The edge
cost in a bipartite graph for each pair of cells is then evaluated
which represents the timing critical factor weighted manhattan
distance between the cell in a given bin and time-critical bin.
The manhattan distance between the relative locations of the
cells in a given and time-critical bin is calculated as shown in
Fig. 8(b). The edgeCost metric is then computed by taking the
product of cellTimingWeight and its distance with the mapped
cell the in the time-critical bin, as given by

edgeCostxy = cellTimingWeightx ∗ relative_distance(x, y)

(3)

where x is the cell in bin and y is the cell in time-critical bin.
In step 5, matchingCost for all the cells in a given bin is

evaluated, as given by (4). The cells in a given bin are mapped
to the logically equivalent cells in the time-critical bin such
that the total cost of matching (edgeCost) in a bipartite graph
is minimized [Fig. 8(d)]. In order to optimize for the run time,
min-cost bipartite graph matching algorithm is implemented in
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O(n log(n)) time complexity, where n is the number of vertices
(cells) to be matched. For the cells which are not matched to
the cells of the time-critical bin, penaltyCost is determined, as
given by (5). For each unmatched cell, the manhattan distance
between a given cell and the farthest bin edge is multiplied by
its cellTimingWeight to calculate its edgeCost. Then, penalty-
Cost is calculated by adding the edgeCost for all unmatched
cells, and multiplying it with a penalty factor (p, set by user
based on number of PFB types). The disSimilarityCost of each
bin, given by (6), is then calculated by adding the matching-
Cost and penaltyCost for all logical types of cells placed in the
bin. It qualitatively represents the dis-similarity in the standard
cell placement between the given bin and the time-critical bin
(Fig. 8)

matchingCost = min

⎛
⎝

m∑
j=1

edgeCostj

⎞
⎠ (4)

penaltyCost = p ∗
( q∑

k=1

cellTimingWeightk ∗ edgeCostk

)
(5)

disSimilarityCost =
n∑

i=1

(
matchingCosti + penaltyCosti

)
(6)

where m is the number of matched cells for a given logic type,
q is the number of unmatched cells for a given logic type, n
is the number of different logic cell types placed in the bin,
and p is the penalty factor.

The bins with disSimilarityCost less than the threshold value
are grouped together. This threshold value is set by the user
based on target performance specifications. It signifies the
maximum displacement allowed in the location of the same
type of standard cells for a given bin, when compared to
the cell locations in the time-critical bin. Next, binTiming-
Weight metric of the grouped bins is averaged out to determine
groupedBinsWeight metric. This metric qualitatively represents
the relative size of the cluster being formed by the grouped
bins. Higher value signifies that a substantial number of bins
are grouped together, and the cluster formed is not an out-
lier. To determine if the value of this metric is high or low,
we compare it with threshold value, groupingThreshold met-
ric, which is determined dynamically based on the required
number of PFBs, earlier matched PFBs, etc. If the grouped-
BinsWeight metric value exceeds the groupingThreshold value,
time-critical bin is assigned as an initialPFB. All the grouped
bins are assigned as the matched bins. Otherwise, initialPFB
is not formed. This process is repeated till we get the required
number of initialPFBs. In the subsequent iterations, only the
unmatched bins are considered.

The time complexity of this phase of the algorithm (ini-
tialPFB generation) is of the order of O(α ∗ j ∗ M ∗ n log(n))

where M is the total number of bins, n is the average num-
ber of cells per bin, and α is the average of the fractions
of unmatched bins over all iterations (0 < α < 1), and j is
the number of iterations to form the required number of ini-
tialPFBs. Here, the number of bins M depends on the floorplan
dimensions of the training set designs and PFB dimensions.
Typically, the number of iterations (j) value is much smaller
than the total number of bins (M).

4.2) Phase 2 (Update InitialPFBs): The k-means clustering
algorithm is performed next to improve the initialPFB design

Fig. 9. K-means clustering to generate final PFBs in PFB design algorithm.

(Fig. 9). First, each bin is matched to one of the initialPFBs
which has the lowest disSimilarityCost [Fig. 9(a) and (b)].
Once all the bins are assigned to one of the initialPFBs, ini-
tialPFB design is updated based on the matched bins [Fig. 9(c)].
The standard cells are added, and/or deleted and/or moved in
initialPFB to reduce its disSimilarityCost with respect to the
matched bins. This can be viewed as moving each centroid to
the center of its cluster. The k-means clustering algorithm is
used iteratively until no or minimal improvement in disSimi-
larityCost is observed. Finally, drive strength and VT class to
each standard cell in PFB is assigned based on the matching
bins, and standard cell placement legalization is performed
in each PFB such that total cell displacement is minimized.
The time complexity of this phase of the algorithm (updating
initialPFB) is of the order of O(i ∗ k ∗ M ∗ n log(n)) where M
is the total number of bins, n is the average number of cells
per bin, k is the number of desired PFBs (same as the num-
ber of centroids in k-means clustering algorithm), and i is the
number of iterations of k-means clustering algorithm. Here, i
and k values are much smaller than the total number of bins
(M). Hence, the overall time complexity of the PFB design
algorithm is O(α ∗ j ∗ M ∗ n log(n)) + O(i ∗ k ∗ M ∗ n log(n))

≈ O(M ∗ n log(n)).

C. PFB Knitting Algorithm

The goal of a PFB knitting algorithm (Fig. 10) is to choose
and place PFBs on a substrate such that the PFB knitted
SoC can realize the functionality of a given design at optimal
PPA. The synthesis and placement of a given design is first
performed using baseline ASIC flow to get the placement dis-
tribution of the standard cells. Then, PFBs are knitted onto
SoC such that it resembles the standard cell placement of ASIC
design. In order to do so, the entire ASIC design floorplan
is first segmented into multiple small regions, named as bins
[Fig. 10(a)]. The dimensions of the bin are kept same as that of
a PFB. Next, cellTimingWeight and binTimingWeight for all the
cells and bins are determined using (1) and (2), respectively.
In the next step, valid PFB sites are defined which have stan-
dard cell utilization greater than the threshold value (depends
on the area constraints).

Next, all the bins with valid PFB sites are matched to the
PFBs using the min-cost bipartite graph matching technique.
A given bin is compared with each PFB, and is mapped to
the one which has the lowest disSimilarityCost [computed
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Fig. 10. Overview of the proposed PFB knitting algorithm on data encryption
standard IP at 40 nm node.

using (4)–(6), Fig. 10(b)]. Thus, a PFB whose standard cell
placement is most similar to the standard cell placement of a
PFB site is assigned to it. This step is repeated until one of the
PFBs is assigned to each valid PFB site [Fig. 10(c)]. In this
assignment process, it is ensured that the count of sequential
elements (flip flops, latches, etc.) in the PFB knitted design is
not less than the required count (used in baseline ASIC). This
can be achieved by: 1) setting higher cellTimingWeight for the
sequential elements so that PFBs dominated by sequential ele-
ments will be assigned to the PFB sites with higher sequential
elements and 2) adding extra PFBs in the design such that
the required number of sequential elements is placed in PFB
knitted SoC.

Once the selection of PFBs is refined, the placement legal-
ization of PFBs in the design is performed. In this step, the
PFBs are aligned to the standard cell rows in such a way
that total PFB displacement is minimized [Fig. 10(d)]. In this
step, it is also ensured that spaces between PFBs is an integral
multiple of filler PFB dimensions, so that filler cells PFB can
be inserted in empty places to meet the density requirements.
Finally, the PFB placement data reports are generated which
are fed to the ECO tool to perform post-Mask ECO synthesis.
The overall time complexity of the PFB knitting algorithm is
of the order of O(k ∗ M ∗ n log(n)) where M is the total num-
ber of bins in the design, n is the average number of cells per
bin, and k is the total number of PFB types. Typically, the
number of PFB types (k) is much smaller than total number
of bins in design (M); thereby resulting in time complexity ≈
O(M ∗ n log(n)).

D. Post-Mask ECO Synthesis

The placement data of a PFB knitted SoC is fed to the
Cadence Conformal ECO tool to perform physical-aware post-
Mask ECO synthesis [23]. According to Fig. 11, G1 represents
the PFB knitted SoC. The netlist and DEF files of the PFB
knitted SoC are generated based on the placement and design

Fig. 11. Post-mask ECO synthesis flow using Cadence conformal ECO.

information of the standard cells preplaced in PFBs. G2 in
Fig. 11 represents the ASIC design which needs to be imple-
mented using M2A2 technology. The Conformal ECO tool
reads in both the G1 and G2 design collaterals, maps the
primary input and output ports, and analyzes the design to
generate a patch file based on the G2 design functionality
requirements. The patch file generated by ECO tool and library
information (LEF, LIB) is then fed to a commercial synthesis
tool (Cadence Genus) to perform post-Mask ECO synthesis.
The ECO netlist generated (G3) synthesizes the functionality
of the ASIC design to be implemented (G2) using spare cells
placed in the PFB knitted design (G1).

The traditional synthesis tool uses wire-load models based
on fan-out to estimate the interconnect delay. However, these
models do not provide accurate wire delay information. For
deep submicrometer designs, a significant portion of the delay
is contributed by the interconnect delay. Thus, it becomes crit-
ical to estimate and optimize for interconnect delay during
synthesis. Thus, Cadence physical location estimation (PLE)
synthesis flow is used to perform timing (physical) aware
post-Mask ECO synthesis [19]. This flow uses technology
information from the LEF libraries and parasitic resistance
and capacitance (RC) values from the capacitance tables to
estimate the interconnect delays throughout the optimization
process. Thus, for an M2A2 design with preplaced stan-
dard cells in a PFB knitted SoC, PLE flow performs better
modeling of local interconnects and thereby improves the
design performance. Besides enabling PLE synthesis flow,
partitioning approach [24]–[26] is adopted for synthesizing
large-sized designs to further improve the timing results. The
design (G2) is segmented into n partitions using Fiduccia-
Mattheyses (FM) min-cut partitioning algorithm [27], where
each partition dimension is small enough to perform PLE post-
Mask ECO synthesis without any long nets. The ECO netlist
files for each partition are then stitched back to realize the
synthesized design (G1’).

E. Pre-CTS Optimizations

The pre-CTS step commences the back-end design phase of
the M2A2 design implementation flow. The standard pre-CTS
optimizations like pin swapping, cell swapping, and pre-CTS
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useful skew optimizations, etc. are performed using a com-
mercial EDA tool (Cadence Innovus).

F. Post-Mask CTS

Once the pre-CTS optimizations are performed, a clock tree
is built [28]. To perform post-Mask CTS, first a commercial
EDA tool is used to build the clock tree by inserting buffers
(newly added CTS cells) in the desired regions of SoC. The
desired regions are those where spare buffers, inverters, and
clock gating cells are preplaced. The desired regions in the
design are created using preferred cell stripes tool command
in the Cadence Innovus P&R tool. Then, the newly added
clock tree cells are mapped to the existing spare cells using
min-cost bipartite graph matching technique, as discussed in
Section IV-B. The newly added CTS cells form the one set, and
spare buffers and inverter pairs form the other set of a bipartite
graph. The edge cost of each newly added CTS cell is calcu-
lated with respect to all the spare cells placed in design. The
edge cost is a function of the CTS cell fan-out and load capaci-
tance, manhattan distance between the CTS cell and spare cell,
and their drive strengths. If the edge cost exceeds a certain
threshold value, the edge is removed from the bipartite graph.
This typically happens when the manhattan distance between
CTS cell and spare cell is large. The mapping of newly added
CTS cells to the spare cells is performed such that total edge-
Cost is minimized. If the number of CTS added cells are more
than the number of spare cells, extra (number of CTS cells -
number of spare cells) CTS added cells are not mapped to any
spare cell; and are removed from the design. The CTS cells
which get mapped to spare cells are replaced with respective
spare cells, such that clock tree is built using preplaced spare
cells. Thus, post-Mask CTS is performed while optimizing for
skew and insertion delay.

G. Post-Mask Route

Once the clock tree is built optimally without changing the
base layer, post-Mask routing is performed using the commer-
cial EDA tool (Cadence Innovus). All the tool optimizations
which do not make changes to the base layer such as wire cut-
ting, wire rerouting, post-Route useful skew, etc. are enabled
during this step to fix setup and hold timing violations.

H. Post-Mask Buffer Insertion

The preplaced spare buffers are used to resolve the setup and
hold timing violations in the routed design. It is challenging to
insert buffers in the post-mask design (all the spare buffers are
frozen/fixed) using the existing commercial EDA tools [29].
The proposed buffer insertion solution makes use of greedy-
mapping-based heuristic technique to insert spare buffers or
inverters in the timing violated nets. The details of this algo-
rithm are as follows. First, all the violating timing paths are
arranged in the descending order of negative slack. In step 2,
for each violating timing path, negative slack and the maxi-
mum stage delay values are analyzed. If the maximum stage
delay (cell with maximum propagation delay in a given tim-
ing path) value is high enough, the load capacitance, fan-out,
and transition time values are analyzed to find the target net
where the buffer should be inserted. Then, the spare buffer or
inverter pair in the neighborhood is searched. This heuristic-
based search considers the distance of the spare buffer from

the target net and drive strength of the spare buffer to decide
if the buffer should be inserted or not. If the buffer is inserted,
the next timing path is analyzed. Otherwise, the cell with next
to maximum stage delay value is taken and step 2 is repeated.
Thus, preplaced buffers are inserted in violating timing paths
to fix setup violations. It should be noted that the list of spare
buffers and target nets is maintained to ensure that multiple
buffers are not inserted on the same target net which exists
in multiple timing paths. To fix the hold violation, a similar
approach to insert the spare buffer in the target net is adopted.

V. DESIGN TRADEOFFS AND GUIDELINES

In this section, various design guidelines and tradeoffs for
optimal PFB design and knitting of PFBs are presented.

A. PFB Dimensions

The sizing of a PFB depends on various design and cost
tradeoffs. The smaller PFB size results in less number of stan-
dard cells within each PFB. This makes it less generic, and
more types of PFBs are needed to minimize the total disSimi-
larityCost. Increasing the required number of PFB types leads
to increased NRE cost since it increases the assembly tool time
and cost. On the other hand, smaller sized PFB generally leads
to lesser area overhead of M2A2 designs when compared to
ASICs, since additional PFBs add lesser area due to reduced
dimensions. Moreover, disSimilarityCost in PFB knitting algo-
rithm depends on the relative placement of standard cells in
the bin with the matched PFB (discussed in Section IV-C).
Thus, smaller sized PFBs usually results in smaller disSimi-
larityCost due to smaller PFB dimensions. This leads to lower
interconnect delay and power dissipation of M2A2 enabled
designs with smaller-sized more types of PFBs, when com-
pared to less types of large sized PFBs, thereby improving PPA
metric. From a fabrication perspective, smaller sized PFBs
would result in higher overall time-of-assembly, and lower
throughput for the assembly process. Smaller sized PFBs could
also present challenges related to inline inspection of defects.
Therefore, PFB dimensions need to be carefully chosen by
assessing the tradeoffs between the NRE cost, the PPA impact
on M2A2 designs, and the fabrication constraints.

B. Optimal/Limited Number of PFB Types

The k-means clustering (phase 2 of the PFB design algo-
rithm) is performed for different values of k. The minimum
value of k for which disSimilarityCost is not reduced further
by increasing k is chosen as the optimal number of PFB types.
This ensures that the least number of PFBs are designed which
achieve reasonably good similarity in standard cell placement
across regions/bins of the training set designs.

C. PFB Knitting Considerations

For successful synthesis of a given design, it is essential to
have required number of standard cells in a PFB knitted SoC.
The proposed PFB knitting algorithm ensures that sufficient
number of sequential cells are placed in the PFB knitted SoC.
For insufficient combinational standard cells, post-mask ECO
synthesis (using an existing EDA tool) is performed to real-
ize logic functionality using spare combinational logic gates.
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If the synthesis still fails even after applying logic restruc-
turing techniques, additional PFBs are knitted ensuring the
rectilinear floorplan is maintained. In the worst case scenario,
the addition of a single PFB to the floorplan may result in
increasing the floorplan area by an entire row/column of the
PFB (comprehended in M2A2 area calculations). In our anal-
ysis, single iteration of PFB inclusion followed by post-mask
ECO synthesis enabled successful synthesis of a design.

D. Effectiveness of PFB-Based M2A2 for Variety of Designs

PFBs are generated by applying PFB design algorithm on
the training set designs belonging to a certain set of functional
categories. Hence, a given design having a similar functional
composition can be optimally realized, thus making M2A2
well suited for ASICs requiring multiple variants of similar
functionality designs (domain specific SoCs). However, lim-
ited PFBs may not optimally realize any arbitrary design,
having different functional composition than the training set
designs. This limitation is generic to training on a labeled
dataset in machine learning (not specific to the M2A2). This
limitation can be mitigated by expanding the PFB library to
comprehend the functional composition of new designs at the
expense of increased NRE cost due to additional PFBs.

E. Metal Layers Support in PFB

In advanced CMOS nodes, the intermediate metal layers
(M2-M4) may require critical mask-set incurring high NRE
costs; thus requiring PFBs to include intermediate metal layers.
To include the intermediate metal layers, there can be two
possibilities. First, PFBs comprise of spare cells with M1-
Via1-M2-Via2-M3-Via3 (super-via) for all input/output pins of
standard cells. This will reduce the placement density of spare
cells to meet the DRCs for super-vias, thereby resulting in PPA
degradation. Second, the intermediate layers can be used to
interconnect cells in PFB, thereby resulting in no spare cells.
This can limit the PFB design flexibility, and may result in a
significant increase in the number of PFB types and/or high
PFB instances are required to knit a design. Thus, tradeoff
analysis among the number of PFB types, number of metal
layers and PPA of M2A2 design is necessary.

VI. EXPERIMENTAL RESULTS—M2A2 FABRICATION

In this section, we present the experimental results related
to the process steps involved in the M2A2 fabrication.

A. PFB Fabrication on Source Wafers

The source wafer consisted of 200 mm Soitec Unibond
wafers [30], with 1.5-μm thick device (Si) layer and 1-μm
thick sacrificial oxide layer was used to fabricate PFBs. These
wafers were procured from Nova Electronic Materials [31].

B. Preprocessing of Source Wafers

The following process steps were performed to demonstrate
PFB preprocessing up till the point of tether formation.

1) Lithography and Etching of Access Holes: The access
holes consisted of 10 μm diameter holes in a square grid,
with a pitch of 40 μm [Fig. 12(a)]. The lithography to form
the access holes was performed using a Carl SUSS MA6
aligner [32], and the etch using a PlasmaTherm Versaline Deep

Fig. 12. (a) Process flow for demonstration of tether formation in SOI wafers.
PFBs are supported on the silicon wafer using oxide tethers. (b) Angled SEM
image. (c) Cross-section SEM image.

Silicon etcher [33]. Both process steps were conducted at the
Microelectronics Research Center [34] at UT Austin.

2) Sacrificial Layer Etching: The sacrificial layer etch to
form the tethers was performed using hydrofluoric acid (HF)
[Fig. 12(a)]. HF in vapor form (vHF) is used as an etchant of
silicon dioxide, since it has excellent selectivity between sili-
con and the oxide (vHF attacks Si at vanishingly small rates).
A custom 8 In vHF etcher was developed for the sacrificial
layer etch. The etcher can accommodate both silicon and glass
substrates, up to 8 In × 8 In in size. It can mask parts of the
substrate using custom teflon (PTFE) masks. An externally
attached heater can control the temperature of the substrates
from 40 ◦C to 60 ◦C. Fig. 12(b) and (c) shows SEM images of
a vHF-etched wafer with oxide tethers. These particular teth-
ers were etched for 36 min with an etch rate of 335 nm/min
at an etchant temperature of 45 ◦C.

C. PFB Pickup

As described earlier in Section III-C, if PFBs are picked up
faster than the pressure equalizes in the gap (between the PFB
and the carrying substrate), they risk losing suction and poten-
tially getting damaged or destroyed. To alleviate this risk, we
have derived a suction ensuring motion plan for the superstrate
and the PFB carrying substrates.

To derive suction-ensuring superstrate motion plans, time
estimates are derived using Monte Carlo simulations. In the
molecular and transitional flow regimes, which occur during
PFB pickup and placement, the assumptions of continuum
and thermodynamic equilibrium break down. Thus, conven-
tional Navier-Stokes-based tools (for example, ANSYS Fluent
CFD [35]) can no longer be used to predict the air flow.
One needs to solve the Boltzmann transport equation (BTE),
which offers a more fundamental description of gas flow, to
predict the air flow in these regimes. We have chosen the
direct simulation Monte Carlo (DSMC) method [36] for the
air flow simulations of pick-and-place assembly. DSMC scales
well for two and 3-D problems, is readily parallelizable, and
mature open-source simulation tools are available. We have
used the open source toolbox dsmcFoam, which is part of the
OpenFOAM project [37], for their simulations. The code is
primarily run on the Stampede2 supercomputer at the Texas
Advanced Computing Center (TACC) [38].
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Fig. 13. Evolution of pressure in the gap between the PFB and the carry-
ing substrate, pgap versus time at various values of the starting gap value,
gapPFBToSubstrate, for PFB width of 5 mm.

Fig. 13 shows the evolution of the pressure in the gap
between PFBs and the source wafer as they are being picked
up for PFBs of width 5 mm, at various values of the starting
gap. Note that the pressure equalization rate starts slowing
down significantly around a gap of ≈100 nm, which is likely
when the molecular flow starts dominating. At these gaps, to
ensure suction, the pickup would have to be done at a cor-
respondingly slower rate. For instance, at an initial gap of
10 nm, the pickup would have to be done at a rate of about
3.3 μm/s (≈10 nm/0.003 s). Thus, PFB pick-up rates, which
ensure proper suction without damaging PFB circuit can be
determined using this model.

D. PFB Placement

We have explored a hybrid actuation scheme, which opti-
mally combines template and wafer thermal actuation, for
sub-5 nm overlay control in J-FIL, with potential applicability
to nano-precise placement of PFBs as well. To obtain sub-5 nm
large-area residual overlay using template actuation alone, the
number of actuators per side has to be prohibitively high from
a design standpoint. On the other hand, thermal actuation pro-
vides better correction for magnification and translation errors,
but almost none for theta errors. A combination of the above
two schemes can reduce the deficiencies with each individual
scheme. Fig. 14 shows our simulation results of the hybrid
actuation scheme for various J-FIL field configurations [14].
It can be seen that sub-5 nm overlay can be obtained using
this scheme even with the challenging rotation and skew-
type error cases. This is promising for PFB placement, where
the multiple modes of overlay correction, provided by hybrid
actuation, could help in achieving nano-precise placement.

VII. SIMULATION RESULTS—M2A2 EDA
METHODOLOGY

In this section, we first present the criteria of choosing train-
ing and test set benchmarks, and design parameters used to
evaluate the performance of M2A2, sASIC, baseline ASIC,

Fig. 14. Percent reduction in overlay error vs limiting (template) actuator
force for dual (a), (b) and quad-field (c), (d) overlay cases using hybrid actu-
ation [14]. Here “3sigma error” refers to the mean + 3 × standard deviation
metric for overlay error. The dual (or quad) field error case consists of the
case where one of two (or four) lithographic fields has the specified overlay
error, with the goal being to simultaneously correct the error in all fields.

and FPGA-based designs. Next, performance of M2A2-based
designs is compared with baseline ASICs, FPGAs, and sASICs
(LUT, sASIC, and AOI22) at 130 nm node. Then, performance
of M2A2, ASIC, and FPGA designs is analyzed for same
and different functional categories benchmarks using commer-
cial 40nm process node libraries. Finally, M2A2-based designs
performance is compared with ASICs and FPGA designs at
advanced CMOS node using open source 15 nm process node
libraries.

A. Criteria of Choosing Training Set Designs

The first step in M2A2 analysis is to generate PFBs
using representative training set designs. Nine IWLS’05
benchmarks [39] (des_area, des_perf, b14_1, b15_1, s35932,
s38584, s38584, s38417, vga_lcd, and Ethernet) with larger
gate count (3 k–124 k) from different functional categories,
such as encryption standards, processors, controllers, and
communication IPs are chosen as the training set designs.
The rationale behind choosing these benchmarks is: 1) to
compare M2A2 results with sASIC-based designs on same
IPs/benchmarks [40], [41] and 2) open source benchmarks
with multiple functional categories. These benchmarks vary
significantly in terms of standard cell placement. This diverse
placement distribution avoids over-fitting in the training set
data to design PFBs. In a real SoC design, variants of different
IPs can be chosen as the training set to design domain-specific
PFBs.

B. Criteria of Choosing Testing Set Designs

The testing is performed for designs belonging to the same
functional categories (same as the training set design cate-
gories) as well as different functional categories which are
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TABLE II
M2A2 DESIGN METRICS

not used in training (b12, b21_1, s5378, aes_cipher, spi, and
wb_dma). Thus, the effectiveness of the M2A2 methodology
for realizing domain-specific designs as well as random (out of
domain) designs can be evaluated. Out of nine IWLS’05 [39]
testing set designs, six designs belong to the same functional
categories as that of the training set designs (same domain)
while three designs belong to different functional categories
(randomly chosen).

C. M2A2 Design Parameters

Table II lists down the important M2A2 design param-
eters (PFB dimensions, number of PFB types, number of
metal layers in PFB) for 130 nm, 40 nm, and 16 nm CMOS
nodes, which are used in our performance analysis. To com-
pare the PPA metric of M2A2 designs with sASICs, ASICs,
and FPGAs at iso-technology CMOS node (130 nm and
40 nm), typical corner design libraries provided by a com-
mercial foundry at 130 nm and 40 nm are, respectively, used.
To compare the performance of M2A2 designs at an advanced
CMOS node, 15-nm FinFET-based open cell library (OCL) is
used [42].

The OCL technology LEF library uses metal pitch of 64
nm for layers M1–M6. To reflect the typical back-end metal
layer spacing and pitch, Intel 14-nm CMOS process metal
pitch information is used [43]. Four types of PFBs, (each sized
28.00 μm × 28.45 μm) comprising of M0–M1 metal layers
are used. This design approach may result in two issues: 1) the
NRE cost associated with intermediate metal layers (M2–M4)
for 16-nm node is high; thereby minimizing the NRE savings
of the M2A2 technology and 2) the overlay alignment required
to precisely knit PFBs and CMDs is sub-10-nm (challenging),
since M2 metal pitch is 56nm, and overlay alignment is typ-
ically 1/6th to 1/10th of the metal pitch [9]. To address the
above mentioned issues, intermediate metal layers (M2, M3)
are added to PFBs such that the back-end metal stack com-
prises of metal layers M4–M8 with metal pitch ≥ 80 nm. PFBs
comprise of M1-Via1-M2-Via2-M3-Via3 super-via at all the
floating input and output pins of all the spare standard cells.
To meet the design rule checks (DRCs) for super-vias, place-
ment density of the standard cells is relaxed, resulting in larger
sized PFBs (31.00 μm × 30.72 μm). Since M2–M3 metal lay-
ers are not used for routing, two additional M4 layers (M4_1,
M4_2) with metal pitch same as M4 layer are added to route
the design, as shown in Fig. 15.

The PFB dimension in each technology node is chosen such
that each PFB comprises of ≈1000 standard cells. However,
PFB dimension should be determined optimally considering
various design and cost tradeoffs. The number of PFB types
is obtained by executing PFB design algorithm for different

TABLE III
FPGA DESIGN METRICS

Fig. 15. 16-nm layer stack for M2A2 designs with CMD comprising of:
(a) M2–M8 and (b) M4–M8 metal layers.

values of k, and the minimum value of k for which disSimi-
larityCost is not reduced further by increasing k is chosen as
the number of PFB types, as discussed in Section V. The PFB
design generation algorithm has taken around 6–8 h to gener-
ate desired PFBs for each technology node. Comparing the run
times for IWLS designs implemented using baseline ASIC and
M2A2 implementation, the M2A2 enabled designs have 25%–
30% less tool run-times (compared to baseline ASIC flow) in
PNR implementation, since only post-Mask back-end design
optimizations are enabled. The synthesis process takes almost
the same run-time in both the design implementations.

D. FPGA Design Metrics

In order to compare M2A2 designs performance with
FPGAs at iso-technology node, Xilinx Virtex-II [44], Xilinx
Virtex-6 [45], and Xilinx Virtex UltraScale+ [46] device family
FPGAs are used for 130 nm, 40 nm, and 16 nm node com-
parisons, respectively. Table III summarizes the FPGA device
configurations used for each technology node. The maximum
speed-grade, smallest size devices, and packages are used for
each family. However, for larger IWLS benchmarks (des_perf
and aes_cipher), a larger package size device with sufficient
input output blocks (IOBs) is chosen.

E. EDA Tools for Baseline ASIC, M2A2, and FPGA Designs

For baseline ASIC design implementation, synthesis is
performed using Cadence Genus [19], back-end physical
design implementation and parasitic extraction using Cadence
Innovus [47], and timing/power analysis is performed using
Synopsys PrimeTime tool [48]. For M2A2-based designs imple-
mentation, Cadence ECO Conformal tool [23] is used for
post-Mask ECO synthesis, Cadence Innovus tool is used for
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Fig. 16. (a) Illustration of metal and via layers in PFB and CMD. (b) via4
definition by stacking vias in the M2A2 design flow.

back-end design implementation. For FPGA designs implemen-
tation, synthesis, back-end design implementation, and timing
analysis is performed using the Xilinx Vivado HLS tool [49]
for Virtex-6 and Virtex UltraScale+ FPGA families, whereas
Xilinx ISE tool [50] is used for Virtex-II family. The power
analysis is performed using the Xilinx XPower Analyzer.

F. Timing Constraints for Baseline ASIC, M2A2, and FPGAs

We have adopted the method of Hoe et al. [40], [41] and
Kuon and Rose [51] to compare M2A2, FPGA, sASIC, and
ASIC design performance. The desired clock rate was set to an
unattainable higher frequency during a first round of physical
synthesis (physical aware by providing post-placement DEF),
and the resulting frequency obtained was used during a second
round of synthesis and PNR. At iso-technology node, the same
constraints file (used for baseline ASIC implementation) was
used for the first round of synthesis of M2A2 and FPGA-
based designs. The changes to clock period were made based
on resulting frequency to perform synthesis and PNR.

G. Parasitic Extraction for M2A2 Designs

For M2A2 design implementation, the parasitics are
extracted using the same design libraries (Technology LEF and
capacitance table files) provided by TSMC and OCL, which
were used for ASIC implementations, since the PFBs and
CMD are manufactured at the commercial foundry using the
same process flow (discussed in Section II, Fig. 2). The only
change in parasitics would occur in the via which connects
the PFB to the CMD. For example, if PFB comprises up to
M3 metal layers, and CMD comprises of M4–M8 metal stack
[Fig. 16(a)]. Then, via4 is formed by bonding via4_1 (part
of PFB) and via4_2 (part of CMD). The RC values of via4
depend on the foundry process technology (determines via4_1
and via4_2 dimensions/RC values), pick and-place alignment
precision and the bonding characteristics (contact RC values).
We have created a via4 definition in the TECH LEF file which
stacks two conventional vias (via4_1 and via4_2), as shown in
Fig. 16(b). The stacked via is the sole “via4” definition used in
M2A2 design implementation. Since, the alignment precision
would be sub 5-nm, the vias can be assumed to be well aligned,
and any changes in RC values due to alignment distortion can
be ignored. We have assumed an ideal bond between the two
vias (via4_1 and via4_2) with very little contact resistance [18]
(discussed in Section III-F), which is ignored in determining
the RC values of via4.

Fig. 17. (a) Normalized clock period. (b) Normalized P&R area.
(c) Normalized power dissipation comparison for different design technologies
at 130 nm node.

H. Power Analysis for Baseline ASIC, M2A2, and FPGAs

For conservative and fair power comparison of FPGA designs
with M2A2-based designs, total FPGA power includes clock
power, CLB power, and signals power. The leakage and IO
power in FPGAs has been ignored since design implementation
on the chosen FPGA device might result in redundant IOBs and
CLB logic slices with high leakage power. Similarly, leakage
power is ignored in power analysis of ASIC and M2A2 designs.
The static probability and toggle probability are kept the same
(50% and at 25%) in baseline ASIC, M2A2, and FPGA-based
design implementations for fair power comparison.

I. Comparison With Baseline ASICs, Structured ASICs, and
FPGAs at 130 nm Node

In 130-nm process node, nine IWLS benchmarks are used in
the training and testing set to compare the area and the clock
period of M2A2-based designs with existing sASIC design
technologies, such as LUT [41], sASIC [40], and AOI22 [41],
as well as baseline ASIC and FPGA design technologies.
Fig. 17 shows the clock period, area, and power compari-
son of different design technologies (normalized to baseline
ASICs) at 130 nm node. The area comparison is not made
for FPGAs since CLB area for Virtex-II FPGA is unknown.
The power dissipation for prior sASIC design technologies
(sASIC, LUT, AOI22) is not reported. Hence, clock period
and area comparison is made for sASICs [40], [41].

Over set of these benchmarks, M2A2 designs achieve 15%–
68.5% smaller area and 8.5%–52% lower clock period when
compared to sASICs [Fig. 17(a) and (b)]. M2A2 designs when
compared with the FPGA design implementations result in
74.66% lower clock period, and 83.23% lower power dissi-
pation, leading to power delay product benefit of 27.25× for
M2A2-based designs. On the other hand, M2A2 designs con-
sume 31% more power, occupy 52% more area, and operate
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Fig. 18. 40-nm Ethernet comparison. (a) Baseline ASIC flow. (b) Proposed
M2A2 flow. (c) Comb. logic dominated PFB. (d) Flops dominated PFB.

Fig. 19. 40-nm Data Encryption Standard (des_perf) floorplan comparison.
(a) Baseline ASIC flow. (b) Proposed M2A2 flow. (c) Combinational cells
dominated PFB. (d) Flops dominated PFB.

29% slower in 130 nm node when compared to baseline (stan-
dard cell) ASICs (Fig. 17). The routing congestion analysis
show that M2A2 designs result in 8.5% and 31.7% decrease
in wirelength when compared to AOI22/LUT designs, respec-
tively; and significant improvement in interconnect delay
compared to FPGAs.

J. Comparison With Baseline ASICs and FPGAs at 40 nm
(Same Functional Categories of Training and Test Set
Designs)

To evaluate and compare the PPA metric (Power × Clock
period × Area) of M2A2-based designs with ASICs and
FPGAs, nine designs for training set and six designs of the
same functional category for testing set are used. Figs. 18
and 19 show the ASIC and M2A2-based design implementa-
tion of Ethernet IP and des_perf benchmarks, respectively, in
40 nm node. The area comparison of FPGAs is not made with
baseline ASICs since the area of Virtex-6 CLB is unknown.
Over set of 15 IWLS benchmarks, FPGA-based designs oper-
ate 4.80× slower and dissipate 10.42× more power when
compared to baseline ASIC designs. However, M2A2-based
designs occupy 49% more area, operate 29% slower and dis-
sipate 45% more power when compared to baseline ASIC
designs. Comparing M2A2 and FPGA designs performance,
M2A2 designs result in 27.11× power delay product bene-
fit when compared with FPGA designs. It should be noted
that the training and testing set designs have shown consis-
tent value of PPA proving the scalability of M2A2 designs
for domain-specific applications, i.e., designs with similar
functional categories.

K. Comparison With Baseline ASICs at 40 nm Node
(Different Functional Categories of Training and Test Set
Designs)

To evaluate the effectiveness of the M2A2 methodology to
design a random ASIC from the PFBs (generated using train-
ing set designs on different functional categories), three IWLS
benchmarks are randomly chosen as test designs. Over set
of three benchmarks, M2A2 designs occupy 52% more area,
operate 38% slower, and dissipate 53% more power when
compared to baseline ASIC designs. The designs were able
to be implemented using a higher number of PFBs resulting
in 21% PPA degradation compared to designs belonging to
the same functional categories. This indicates the importance
of having similar functional categories of the training and test
set designs, suggesting suitability in realizing domain-specific
design better than any randomly selected design. However,
it should be noted that M2A2 methodology is still effective
to realize arbitrary designs/benchmarks, when compared with
FPGAs. Over set of these three benchmarks, FPGA designs
operate 3.52× slower and dissipate 6.72× more power when
compared to M2A2-based designs.

L. Comparison With Baseline ASICs and FPGAs at 16 nm
Node (PFBs Upto M1 Layer)

To evaluate and compare the PPA metric of M2A2-based
designs with ASICs and FPGAs at advanced 16 nm CMOS
node, nine designs in the training set and six designs of the
same functional category in testing set are used. Over set of
15 IWLS benchmarks, FPGA-based designs operate 8.93×
slower and dissipate 8.74× more power when compared to
baseline ASIC designs. The area comparison of FPGAs is
not made with baseline ASICs since the area of the CLB in
Virtex UltraScale+ is unknown. M2A2-based designs occupy
52% more area, operate 31% slower, and dissipate 59% more
power when compared to baseline ASIC designs. The PPA
metric of M2A2 designs when compared with baseline ASICs
increased from 2.81× in 40-nm node to 3.21× in 16-nm node;
leading to 14.23% PPA degradation. This degradation can be
attributed to higher interconnect parasitics resulting in more
power and slower clock period. Similarly, FPGA design imple-
mentations also result in power delay product degradation
due to increased sensitivity of parasitics. Thus, M2A2 designs
result in 34.89× power delay product benefit when compared
with FPGAs.

M. Comparison With Baseline ASICs and FPGAs at 16 nm
Node (PFBs Upto M3 Layer)

As discussed above in Section VII-C, PFBs comprising of
M1–M3 super-via are used to lower the NRE cost and relax
the overlay alignment requirements. This approach results
in a slight increase in the area due to reduced placement
density of cells, higher latency and power due to longer
interconnects. Over set of 15 IWLS benchmarks, M2A2-based
designs occupy 81% more area, operate 39% slower, and dis-
sipate 70% more power when compared to baseline ASIC
designs. When compared with FPGAs, M2A2-based designs
with super-via PFBs still result in 30.66× power delay product
benefit, thus making M2A2 technology preferable at advanced
CMOS nodes.
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Fig. 20. Post-PNR the simulation results summary. (a) Normalized power
delay product comparison of M2A2 and FPGA designs at 130 nm, 40 nm,
and 16 nm nodes). (b) Normalized area delay product comparison of M2A2,
AOI22, LUT, and sASIC designs at 130 nm.

N. Post-PNR Simulation Results Summary

Fig. 20 summarizes the performance of M2A2-based
designs over 15 IWLS benchmarks at 130 nm, 40 nm, and 16
nm CMOS nodes as presented in Sections VII-I–VII-L. The
proposed M2A2 technology-enabled designs achieve power-
delay-product (PDP) benefit of 27.11 × −34.89× when com-
pared with FPGAs, and are 1.69 × −2.36× worse compared
to baseline ASICs. The M2A2 designs achieve 15%–68.5%
smaller area and 8.5%–52% higher performance (1.66 ×
−8.56× area-delay product benefit) compared to earlier sASIC
methodologies.

VIII. DESIGN LIMITATIONS AND IMPROVEMENTS

In this section, design improvements and mitigation strate-
gies are proposed to minimize some of the limitations.

A. M2A2 Fabrication: Challenges and Future Work

The proposed M2A2 pick-and-place technology has some
differences from J-FIL which would require further develop-
ment of M2A2-specific nano-precision pick-and-place meth-
ods. For instance, during the step of PFB pickup, which
corresponds to the template separation in J-FIL, the amount of
the overlay control required is higher in pick-and-place assem-
bly than in J-FIL, which would require greater focus on the
pickup trajectory of the PFB carrying substrate and the die-
by-die pickup superstrate. Future work to fabricate test-chip
using M2A2 technology would also include the fabrication of
the PFB carrying substrates, fabrication of source wafers with
real devices, retrofitting an actual J-FIL tool to perform pick-
and-place assembly, development of in-situ vHF etching, and
finally testing of assembly overlay performance.

B. M2A2 EDA: Limitations and Improvements

The PFB design flow can be improved by incorporating
logic restructuring techniques in PFB design algorithm. This
optimization can result in use of lesser number of PFBs,
or PPA metric improvement using an existing set of PFBs.
Further, spare gates in PFB occupying till M1 metal layer
will increase the NRE cost for designs implemented in aggres-
sive process nodes, whereas PFBs occupying till M3 super-via
degrades the PPA of M2A2-based designs. In order to over-
come these limitations, critical metal layers till M3–M4 need
to be used to make interconnections in PFB. This makes
the PFB design harder, since PFB no longer contains spare

TABLE IV
ABBREVIATIONS

cells. The spare cells are interconnected in PFB to form func-
tional elements using these intermediate metal layers. This
limits the design flexibility of PFB, which may result in a
significant increase in the number of PFBs required in the
design library. It requires better understanding of cost models
to address the tradeoffs between the number of PFBs, number
of metal layers in PFB and M2A2-based designs PPA. The
current greedy mapping-based buffer insertion solution also
needs to be improved.

IX. CONCLUSION

In this article, we proposed M2A2 technology as a cost-
effective solution for high-mix, low-volume heterogeneously
integrated ASIC designs. High NRE mask-set cost is shared
across many ASIC designs using the limited number of
PFB types. An entire EDA design methodology implement-
ing unsupervised learning and graph matching algorithms, as
well as leveraging existing commercial EDA tools infrastruc-
ture is discussed in detail. The post-PNR simulation results
achieved over 15 IWLS benchmarks show that the proposed
M2A2 technology-enabled designs achieve PDP benefit of
27.11 × −34.89× when compared with FPGAs, and are
1.69 × −2.36× worse compared to baseline ASICs. The
M2A2 designs achieve 15%–68.5% smaller area and 8.5%–
52% higher performance compared to earlier proposed sASIC
methodologies. M2A2 enabled designs power-delay product
benefit over FPGAs increases at advanced nodes due to more
sensitivity of interconnect delay/parasitics, thereby making
M2A2 technology preferable to realize cost-effective high-
performance domain specific low-volume high-mix ASICs.
Moreover, the key fabrication steps in the proposed M2A2
technology are presented. The experimental fab results along
with the proposed EDA flow simulations show promising
results for the proposed M2A2 technology. Design tradeoffs
and process challenges for large scale deployment of M2A2
technology are discussed along with their mitigation strategies.

APPENDIX A
ABBREVIATIONS

Various abbreviations used in this article are listed in
Table IV.
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