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Introduction

• What is ML(classification problem) 

• What is boosting/AdaBoost 

• Intense theoretical studies / empirical testing  

• Main idea of AdaBoost



Assumptions

• Binary classification  

• Unknown distribution on given training sets 

• All the training examples are i.i.d



Pseudocode



Original Distribution &  
Generation of Training Sets 

#Unknown distribution P on X*Y 

def f(x,y): 
 if (x)**2+(y-1)**2<0.25 or (x)**2+(y+1)**2<0.25 :    
  return 1    
 else:    
  return -1    

# Generates n training examples using f from function*. 
# The points lie in [-1,1]x[-1,1] 
import random 

from function1 import f 

def examples(n):# 1000 points or 10000 points 
 r=random.random    
 posvals=[]    
 for i in range(n):    
  xtemp = 2*r()-1    
  ytemp = 2*r()-1    
  valtemp = f(xtemp,ytemp)    
  posvals.append([xtemp,ytemp,valtemp,1/n])    
 return posvals    



T vs Error for 1000 instances 
Blue:=Gen/Testing error 

Red:=Training error



Intuition/ formal argument

• Every round, Ada increases weights of 
misclassified examples 

• H is a weighted majority vote, if some examples are 
misclassified by H then it must have been 
misclassified by most of the weak hypo—>large 
weights



T vs Epsilon t







Why Adaboost is good?

• Bound for training error 

• Bound for generalization error


