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® Sponsor —Susan Roy

® Project Team — Catherine Camillone, Jen Andress, Kourt de
Haas, Mallory Walker, Michelle McKenzie, Val Olivas

® Stakeholders — ITS Service Owners, ServiceNow Team,
Technical Support Contacts (TSCs), University Data Center
(UDC)
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Executive Summary: Background

Major Incident Management

* Major Incident: An incident with significant business impact, requiring an immediate coordinated
resolution.

Classification Business Criticality

Matrix 1- Most Critical 2 - Somewhat Critical 3 - Less Critical 4 - Not Critical
P1
P2
P3 Routine Incident

P4

Maijor Incident

Priority

ITS Process

* Notify and Investigate: Incident Creator / UDC Operators / Service Owner
« Engage and Update: Incident Coordinator / Service Owner / AVP

 Resolve and Close: Service Owner / Incident Coordinator
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Executive Summary: Background

Layers of Support

* Incident Creator

Incident Coordinator

UDC Operators

Technical Support Contacts (TSCs)
Service Desk — Tier 1 and Tier 2
Service Owners
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Executive Summary: Need for Project

Historical —

* February 2021 Winter Storm

« COVID-19

« ServiceNow provides workflow and opportunities to automate portions of the Major Incident
process



https://thedailytexan.com/staff_name/hannah-clark/
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Scope of Work: In Scope

¢ Choose and implement an automated on-call management tool

¢ Transition tasks suitable for workflow or automation from the ITS Major Incident Checklist to
ServiceNow

¢ Streamline the alerts and updates of the IT Alerts and Outages page

¢ Add business criticality into ServiceNow for all services identified on the major incident checklist

¢ Develop notification of Major Incident participants to join a Team room or conference bridge based on
acceptance of Major Incident

¢ Reduce dependence on the UDC Operators to make on-call and major incident determination decisions

¢ Develop and implement SLA/KPI metrics for the Major Incident Management Process in ServiceNow

o

Develop documentation and train staff
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Scope of Work: In Scope

This project will workflow or automate as many of the steps in the Major Incident Process (outlined below) by taking
advantage of the capabilities of ServiceNow and an on-call management tool:

1. Create an Incident in ServiceNow and propose the Incident become a Major Incident
Service Owner accept or reject incident escalation

N

If Major Incident is accepted

Notify ITS Problems

Post Update major incident to the Alerts and Outages ServiceNow

Send a request to join the conference bridge or major incident Team room
Manage the resolution and communicate with the community

Notify customers as well as ITS-Problems

Update the Alerts and Outages ServiceNow page with major incident resolution
Invoke the Change Process if applicable

Invoke the Post Incident Review Process

©®NOUAEWDNPRE
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Notify & Investigate
-4 Incident ement and i igation
Incident Creator / UDC Operators / Service Owner

Incident Creator Incident Coordinator Incident Coordinator
Contact the affected service's Senvice Owner / Team and Decide if Conference Bridge is needed e Communicate “All Clear / Resolution”
|_ propose a Major incident | -- Open the Conference Bridge or delegate to UDC [public] : |_ - Email resolution to ITS Problems
i the_ Service Desk sees a trend of similar incidents they Operators epm e R TS e e R e e - Emzfll resulutlpn to IT Updates and targeted customer list,
will notify Tier Il to confirm Email new updates to ITS Problems working on a resolution. if DI’EV!OLISW n.o.tlﬂed .
-- Tier Il will create a parent incident ticket and contact the :| -- Identify Public v. Internal Communications - NUtlfY partlchant_r. on ':OHFE'EPCE B"dgt.? o
Service Owner - Provide updates to scope/impact T G e e e FE ST R TR - Email FESU|UtIDr‘I-tD AVP & Senior Staff distribution list
- Further define services/customers affectad restored. - Ensure any postings to the Student Portal or UT Core
ce J.oTIEEIEE -- Share corrective actions being taken including any Website are removed
Email ITS Problems with known details, including the worka.rounds_ o ) [internal]
—| incident number, to acknowledgs it is being investigatad - Estimate time to resolution (if possible) The feed from TIM to Active Directory is degroded while staff
-- If an incident does not yet exist, the UDC Operator will -- Expected timeline for next update work on a fix. All identity notifications have been queued to
create one and assign it to the appropriate group. | 1f applicable, email IT Updates or targeted user list Active Directory.
Consult FAS Communications to decide if: Service Owner [or desi
: We - e esignee)
Exanfe' g 2 _r\e'ports. that. ?JSE.F.S Rl -- campus-wide notification is needed (email or social
reset their passwords. TS staff are investigating. media} |— Provide status updates to the Incident Coordinator E .
-- Student Portal posting is nesded o o n a "
q \nerators, please post and mark this as resolved.
UDC Operators -- UT Core Website posting is needed AVF (or designee)
Create outage record on Alerts & Outages Service Portal Widespread Communications | Notify senior officials and provides updates [public]
- —— h et issue has bes I for Incident
— within 10 minutes If campus-wide notification is warranted: Reminders The pt?rss:\:'alrd rez}f :5‘:,“ e f{..n T .A qu.or fr'.“: a.lerf
L -- FAS Comm drafts message (IT5 provides initial content) -’fﬁwf '; I be published once the root cause investigation is
Forrre T : i : L. Lo N complete.
ice 1 (or designee) AVP or dESIanEbaDDI'DVES the mEss:gE | Only University Communications and ITS have the ability to
-- FAS Comm distributes message to the appropriate u :
pdate UT Core Website. o E
J Investigate the incident and either declare a Major Incident community Service Owner (or designee)
or downgrade, as appropriate B . .
Schedule "lessons learned” and complete Post Incident
J Identify services and customers affected Email Reminders Review (PIR) report
—| |dentify and engage an Incident Coordinator || Define acronyms the first time they are used and avaid T jargon | Add the PIR report to the ITS Incident Reports Wiki
-- Depending on the issue and resource availability, a Senior . .
Project Manager may be asked to fulfill the role of Incident |_ Always refer users to the Alerts & Outages page for information/updates Email the PIR report ta IT Talk and targeted customer list(s)
Coordinator. | Always igentify Public information (to be posted to Alerts & Outages] v. Internal communication - Include link ta ITS Incident Report Wiki
| Undate ITS Problems to acknowl=dee investigation Propose an incident as Major if it:
P g & ! Classification Criticality
Bxample: - has a priority 1 (P1) or priority 2 (P2} using the priority Matrix 1-Most Critical 2 - Somewhat Critical 3 - Less Critical 4 - Not Critical
. S . . - matrix (page 3); and Pl
Identity changes from uTexas Identity Manager (TIM) are not — involves a service with a Business Criticality of “1 - most = Major Incident
being delivered to Active Directory. Users who have reset their ritical” or 2 hat critical” { 2) K P2
passwords since 10:30 PM may be unoble to authenticate. ITS critical” or Somewnat critical”{page 2). = P3 Routine Incident

staff are investigatir
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Scope of Work: Out of Scope

Iltems out of scope for this effort are:

* Changes to the core ServiceNow Incident Management Process
* Replacing ITS Problems and the IT Alerts UT lists
* Additional unidentified items that are not specifically defined as In Scope

There is no expectation that additional resources will need to be assigned, long-term,
for service of the process once fully implemented
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Timeline

Milestone Name Start Finish Q1FY 2023 Q2FY 2023 Q3FY 2023 QA4FY 2023 Q1FY 2024
Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Now

Determine On Call Tool 10/07722 10/07/22 & Determine On Call Tool

Purchasing 10017722 10/28/22 Purchasing

Communication Plan Complete 10721722 10/21/22 4 Communication Plan Complete

Drafted Requirements 11/22/22 1M/22722 4 Drafted Requirements

Documentation Complete 01/03/23 01/03/23 ’ Documeantation Complete

Testing Complete 01/25/23 01/25/23 # Tosting Complete

Opsgenie Contract Ends 02101723 02101723 # Cpsgenie Contract Ends

Implementation Complete 03/29/23 03/25/23 & 'mplementation Complete

User Testing Complete 04M1%23 041923 4 User Testing Complete
Approval Senior Staff 04/20/23 04/26/23 Approval Senior Staff

Training Developmeant Complete  04/28/23 04/28/23 : ‘ Training Developmant Complate
Conduct Training 0501723 051223 E Conduct Training

System Test 06/30/23 06/30/23 E & System Test
Project Complete 07/14/23 0714723 E & Project Complete
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Approach/Process

SNow MIM Workflow

Senicehiow
Katelyn Wl Jen Mark Completzd

. Purchasing
_f ©On Call Notification Tool 104 - 1017122 - 10/
33d-9/8/22 -10/28/22 28/22
Senior Swoff
5 Full MI Project Team
AP";:‘“‘ Perticipation
Kick-off
Meeting =
%1
Requirements Design for SNow Review Requirements
- for MI Process . . —
20¢l - 91422 - 101122 8d - 1017/22 - 10/26/22 20d - 10/26/22 - 11/22/22
_ Updates to

I

L — . Full MI Project Team
[—— . 5d 70 Participation
gathering
Analyst Training in SNow Module
Full MI Project Team 5d-10110/22 -
Participation 10722

12
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A

Opsgenle
Contract Ends /
Renewal 2/23
Document Design Test Plan and Scripts Process Implementation
12d - 11/23/22 - 12/12/22 27d - 12/02/22 - 1/06/23 45d - 1/19/23 - 3/22/23
I ! Implement
- sz [ o [ 2
Draft y . ics
ou Draft i 33d M?gc

2d

Full Ml Project Team
Participation Create Documentation

14d -1216/22 -1/22/23

SenviceNow
Dooumentation
d

13
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Develop Training

22d-314/23 - 4/121/23
Devel .
TenTainer  Tenng e ¥ R
d 10d training 1d
Qutline 4d TT'_E'SI Foom
— raining
3d 2d
t
User Testing Senior Staff Review Training L Design System Test
15d - 3/23/23-4/12/23 5d - 4M3/23 - 4/19/23 10d - 4/24/23 - 5/5/23 20d - 5/8/23 - 6/5/23
Scenario
Full MI Project Full Ml Project TTEEELT
ml Team Participation Team Participation “’;‘33*‘"’
Communication Plan
Update .
Documentation Finalization - A Full Ml Project
14d - 3/23/23 - 418/23 Team Participation
Updates
2d

Saniceiow

Documemstion
4d

14
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Stakeholder Contact Included

_| Approval Senior Staff| | System Test A”;f;cfs‘zm' Project Closeout
Ld - 6/6/23 - 6M12/23 12d - 6/13/23 - 6/29/23 1d - 5/30/23 4d-7/3/123-7/7/23
System Test
2d

Full bl Project Team I
Participation
2d
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Communication Approach & Plan

* Project sponsor, service owners, project team : Charter, project plan, schedule, workflow
diagram, communication plan, regular status updates, risk register.

Initial Deliverable/Mode of Communication Update Audience
Schedule Frequency

Q12023

Q2 2023

Q4 2023

As needed

As needed

Project status report

Test results

Release of process (deployment announcement)

Project change requests

Schedule & budget change requests

Weekly

Once

Once

As needed

As needed

Stakeholders,

Sponsor

Stakeholders

ITS

Sponsor

Sponsor
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