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In-Context Learning

Pretrained language models can perform in-context learning (ICL)
of tasks not seen during pretraining [Brown et al., 2020]

ICL: few-shot learning with single forward pass (no model updates)

nstruction: Analyze sentiment
Input |: Cheerful

: Positi
Contex Output |: Positive
Input n: Lonely Positive
utput n: Negative
+1: Exci
Query Example n+|: Excited

Output n+l:
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In-Context Learning

Pretrained language models can perform in-context learning (ICL)
of tasks not seen during pretraining [Brown et al., 2020]

ICL: few-shot learning with single forward pass (no model updates)

nstruction: Name the capital city.
Input |: United States
Output |: Washington D.C.

Contex

New Delhi

Input n: Argentina
utput n: Buenos Aires

Query{ExamPIe n+l:India

Output n+1:
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