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ANGULAR VELOCITY ESTIMATION USING RATE-INTEGRATING
GYRO MEASUREMENTS

S.P. Arjun Ram*, Maruthi R. Akella†, and Renato Zanetti ‡

Rate Integrating Gyroscopes (RIGs) measure integrated angular rates or angular
displacement, requiring an observer to provide full state feedback to the attitude
controller. The problem of estimating the angular velocity of a rotating rigid body
with known inertia and torque, using measurements from a rate integrating gyro
is considered. A nonlinear observer is designed that uses only continuous-time
RIG measurements and provides estimates of the angular velocity. Moreover, the
observer is shown to be robust to bounded inaccuracies in the knowledge of inertia
and external torque acting upon the system while the state estimation error con-
verges exponentially to zero when the model is perfect. The observer is tested in
simulation to demonstrate its effectiveness.

INTRODUCTION

Inertial navigation is a critical component of aerospace control systems for the calculation of posi-
tion, velocity and orientation using measurements from Inertial Measurement Units (IMUs). These
systems are usually comprised of accelerometers and gyroscopes and integrate forward in time the
initial state of the vehicle by replacing dynamic models with IMU measurements. Inertial naviga-
tion systems have been used since the 1950s and were popularly part of the Apollo missions on the
Saturn V rockets, the command module and the lunar module. In a strapdown inertial navigation
system [1], the IMU is rigidly mounted on the vehicle. Strapdown gyroscopes have been used for
many applications including spacecraft attitude estimation [2], underwater vehicle navigation [3],
human navigation systems [4] and robotic navigation [5].

One approach to attitude determination is to integrate Euler’s equation using models of the torques
applied to the vehicle. Alternatively, inertial navigation bypasses the need for these models by mea-
suring angular velocity directly (referred to as model replacement mode [6]). This methodology is
preferred when IMU information is more accurate than the available models of rotational dynamics
and torques. Moreover, model replacement is computationally much simpler for real-time onboard
applications.

Rate Integrating Gyroscopes (RIGs) do not directly measure the angular rate but rather accumu-
late angular displacements by integrating the feedback required to null internal gyroscope motions.
They provide measurements of the integrated rate and thus provide a direct measurement of neither
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the attitude state nor the angular velocity. They are preferred in spacecraft applications compared to
conventional rate gyroscopes for their low noise due to degenerate mode operation and exceptional
scale factor stability [7]. Modern RIGs use micro-electromechanical system devices [8].

Attitude controllers for aerospace systems typically require state feedback, where the state con-
sists of the attitude and angular rate. However, since rate integrating gyroscopes do not provide
angular rate measurements, state feedback controllers would require an observer to reconstruct the
full state using the IMU measurements. Kalman filters have been used in the literature to estimate
this state [9,10]. For gyroscopes systems that measure angular velocity directly, nonlinear observers
for attitude and gyro bias with exponential stability exist [11,12]. This work, on the other hand,
focuses on designing an observer which uses continuous measurements from a RIG and provides
estimates for the angular rate states that exponentially converge to their true values when the inertia
of the body and the external torques are perfectly modeled. The angular velocity estimates provided
by this observer can be used in controllers for stabilizing the system or tracking desired reference
trajectories. To the best of our knowledge, no prior work exists in the literature on continuous time
observers for RIGs systems.

RIGs are used for high precision applications because they provide the entire history of the angu-
lar velocity as its integrated value. The alternative of sampling the angular velocity at discrete times
is typically less accurate as information on how the angular velocity varies in-between samples is
lost. While we use continuous time RIG measurements here, discretizing the output of a continu-
ous observer such as the one presented in this work will help use this observer with discrete time
computer systems, while preserving the theoretical guarantees presented for the observer and the
inherent advantages of using RIGs.

In this work, we consider a rigid body governed by Euler rotational dynamics and the angular
rotational rate is assumed to satisfy a known upper bound. We present a nonlinear observer design
which utilizes the measurements from the RIG and provides estimates of the angular rate states.
The observer dynamics are linear in the measurement term and involve a user chosen parameter that
controls the convergence rate. A Lyapunov-like analysis is used to prove that these state estimates
exponentially converge to the true values of the angular velocity. Further, the observer is shown to
be robust to inaccuracies in the inertia matrix and the external torque and the estimates converge to
the true states within a residual set as long as the errors in inertia and torque are bounded. These
results are demonstrated in numerical simulations.

The paper is organized as follows: the dynamics are introduced and the estimation problem is
stated in the next section. The observer formulation and the Lyapunov-like analysis is presented
for the convergence properties. The robustness of the observer to inertia and torque inaccuracies is
then discussed in the following section. The simulation section follows, which performs numerical
analysis of the observer system for the different scenarios before wrapping up with the conclusions
in the final section. Throughout this paper, uppercase letters are used to denote matrices and bold
faced variables denote vectors. For any symmetric matrix P , the notation λmin(P ) and λmax(P )
respectively denote the minimum and maximum eigenvalues.
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PROBLEM DESCRIPTION

Dynamics

Consider Euler rotational dynamics for a system with inertia matrix J = JT > 0 subject to
bounded external torque τ given by

Jω̇ = −ω∗Jω + τ (1)

wherein ω(t) ∈ R3 has components in the body-fixed frame of reference. The skew-symmetric
matrix ω∗ represents the vector cross product. We also assume:

• J is perfectly known

• τ is perfectly determined

• ω ∈ L∞ is a bounded signal and we know ωm , supt≥0 ‖ω(t)‖

The assumption that an upper bound ωm is known is reasonable since any spacecraft is physically
designed to only be able to rotate or tumble below a certain angular rate. The bound can be chosen
beyond the design limits of the spacecraft.

Measurements

We have an RIG providing attitude measurements σ(t) ∈ R3 which are the integrated values of
the angular rate ω:

σ̇ = ω (2)

where σ(t) is assumed to be measured perfectly.

Objective

Using perfect measurements of σ(t), the goal is to generate an estimate ω̂(t) of the true angular
rate ω(t) such that

lim
t→∞
‖ω̂(t)− ω(t)‖ = 0 (3)

keeping all signals bounded.

OBSERVER DESIGN

The following observer design is proposed for estimating the angular rate:

˙̂σ = ω̂ − k(σ̂ − σ) for some k > 0 (4)

J ˙̂ω = −ω̂∗Jω̂ + τ − k2J(σ̂ − σ) (5)

We define the estimation errors

σe = σ̂ − σ (6)

ωe = ω̂ − ω (7)
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Using these definitions in (4)-(5) gives

σ̇e = ωe − kσe (8)

Jω̇e = (ω̂∗Jω̂ − ω∗Jω)− k2Jσe (9)

Expanding the terms within the parenthesis on the right-hand side of (9) gives

ω̂∗Jω̂ − ω∗Jω = ω∗eJω + ω∗Jωe + ω∗eJωe (10)

If we define Ψ , [ω∗Jωe + ω∗eJω + ω∗eJωe], (9) can be rewritten as

ω̇e = −k2σe + J−1Ψ (11)

If we define the error states to be σe and ωe/k, using (4) and (11), we have the dynamics for the
error states as: [

σ̇e
ω̇e
k

]
= k

[
−I3×3 I3×3
−I3×3 O3×3

] [
σe
ωe
k

]
+

[
O3×1
J−1

k Ψ

]
(12)

Renaming the states as
z1 = σe

z2 = ωe
k

⇔ z ,

[
z1
z2

]
∈ R6

allows us to express (12) as

ż = k

[
−I3×3 I3×3
−I3×3 O3×3

]
z +

[
O3×1
J−1

k Ψ

]
(13)

Since the inertia matrix is known, we can use its maximum and minimum eigenvalues to express

JM = λmax(J) = ‖J‖ (14)

Jm = λmin(J) =
1

‖J−1‖
(15)

Define
α , (JM/Jm) (16)

Revisiting the Ψ term introduced after Eq. 10, we have

Ψ = ω∗Jωe + ω∗eJω + ω∗eJωe (17)

J−1

k
Ψ =

J−1

k
(ω∗Jωe + ω∗eJω) +

J−1

k
ω∗eJωe (18)

Consider the norm of the first term

‖J
−1

k
(ω∗Jωe + ω∗eJω) ‖ ≤ 2JM

kJm
ωm‖ωe‖ =

2αωm‖ωe‖
k

= 2αωm‖z2‖ (19)

Next,

‖J
−1

k
ω∗eJωe‖ ≤

1

kJm

√
JM (JM − Jm)‖ωe‖2 = k

√
α(α− 1)‖z2‖2 (20)

Thus, making use of the bounds calculated in Eq. 19 and 20 and substituting them in Eq. 18
results in

‖J
−1Ψ

k
‖ ≤ 2αωm‖z2‖+ k

√
α(α− 1)‖z2‖2 (21)
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Convergence Analysis

For stability and convergence analysis, consider a Lyapunov-like candidate function

V =
1

k

[
zT1 z1 +

3

2
zT2 z2 − zT1 z2

]
=
[
z1 z2

] 1

k

[
I3×3 −1

2I3×3
−1

2I3×3
3
2I3×3

]
︸ ︷︷ ︸

P∈R6×6

[
z1
z2

]

=
[
z1 z2

]
1

k

[
1 −1

2
−1

2
3
2

]
︸ ︷︷ ︸

R∈R2×2

⊗I3×3


[
z1
z2

]
(22)

where ⊗ denote the Kronecker product.

We know the maximum and minimum eigenvalues of P and R are equal: λmin(P ) = λmin(R)
and ‖P‖ = λmax(P ) = λmax(R) which gives us

λmin(P ) =
5−
√

5

4k
= c1 (23)

and

λmax(P ) =
5 +
√

5

4k
= c2 (24)

Thus, V defined in Eq. (22) satisfies

c1‖z‖2 ≤ V = zTPz ≤ c2‖z‖2 (25)

Next, taking the time derivative of V in Eq. (22), followed by substituting Eq. 13 and Eq. 18
results in

V̇ =
2

k
zT1 ż1 +

3

k
zT2 ż2 −

1

k
zT1 ż2 −

1

k
zT2 ż1

= −zT1 z1 − zT2 z2 +
3

k
zT2

J−1Ψ

k
− 1

k
zT1

J−1Ψ

k

≤ −‖z‖2 +
3

k
‖z2‖‖

J−1Ψ

k
‖+

1

k
‖z1‖‖

J−1Ψ

k
‖

≤ −‖z‖2 +
4

k
‖z‖‖J

−1Ψ

k
‖ (26)

Next, using (19) and (20), we have

V̇ ≤ −‖z‖2 +
4

k
‖z‖

[
2αωm‖z‖+ k

√
α(α− 1)‖z‖2

]
= −

(
1− 8αωm

k

)
‖z‖2 + 4

√
α(α− 1)‖z‖3 (27)
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To ensure the coefficient of the ‖z‖2 term is negative, we select k such that 1− (8αωm)/k > 0,
i.e.,

k > 8αωm (28)

In other words, k∗ , 8αωm and k > k∗. Thus, we have

V̇ ≤ −
(

1− 8αωm

k

)
‖z‖2 + 4β‖z‖3

V̇ ≤ −‖z‖2
[(

1− 8αωm

k

)
− 4β‖z‖

]
, −W (z) (29)

where we introduce the notation β =
√
α(α− 1)

Define a scalar function ρ(k):

ρ(k) ,
1

4β

(
1− 8αωm

k

)√
c1
c2

(30)

which after substituting the values of c1 and c2 respectively from (23) and (24) becomes

ρ(k) =
1

4β

(
1− 8αωm

k

)√
5−
√

5

5 +
√

5
(31)

Suppose we restrict initial conditions z(t0) at time t0 = 0, such that ‖z(t0)‖ ≤ ρ(k), then using
Eq. 29,

W (z(0)) = ‖z(0)‖2
[(

1− 8αωm

k

)
− 4β‖z(0)‖

]
(32)

= 4β‖z(0)‖2
[

1

4β

(
1− 8αωm

k

)
− ‖z‖

]
≥ 4β‖z(0)‖2

[
ρ(k)

√
c2
c1
− ρ(k)

]
≥ 0

since c2 > c1.

By definition of W (z) in Eq. 29, we know that V̇ (t) ≤ 0 whenever W (z(t)) ≥ 0. Thus,
having ‖z(0)‖ ≤ ρ(k) ensures V̇ (t) ≤ 0 for all t ≥ 0, that is, V (t) is non-increasing with time.
Substituting this in (25) leads to

c1‖z(t)‖2 ≤ V (t) ≤ V (0) ≤ c2‖z(0)‖2 (33)

Thus,

‖z(t)‖ ≤
√
c2
c1
‖z(0)‖ (34)
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Also, using the definition of W (z) from (29),

W (z(t)) = ‖z(t)‖2
[(

1− 8αωm

k

)
− 4β‖z(t)‖

]
≥ ‖z(t)‖2

[(
1− 8αωm

k

)
− 4β

√
c2
c1
‖z(0)‖

]
Defining c3 to be the terms inside the square brackets,

−W (z(t)) ≤ −c3‖z(t)‖2 (35)

Thus we have V̇ (t) ≤ −W (z(t)) ≤ −c3‖z(t)‖2 or,

V̇ (t) ≤ −c3
c2
V (t)

V (t) ≤ exp

(
−c3t
c2

)
V (0) (36)

Using this result alongside the inequality from (25) results in

‖z(t)‖ ≤
√
c2
c1

exp

(
−c3t
2c2

)
‖z(0)‖ (37)

which proves exponential stability but is a local result for ‖z(0)‖ ≤ ρ(k)

Discussion

For choosing the value of k, from Eq. 28 we have a lower bound k∗ = 8αωm. From (23) and
(24) we know, as k →∞, both c1 → 0 and c2 → 0.

However, the ratio √
c1
c2

=

√
5−
√

5

5 +
√

5
(38)

is independent of k.

The upper bound on the initial value of ‖z(0)‖ is

ρ(k) =
1

4β

[
1− 8αωm

k

]√
c1
c2

(39)

which in the limit becomes

lim
k→∞

ρ(k) = ρ∗ =
1

4β

√
c1
c2

=
1

4β

√
5−
√

5

5 +
√

5
(40)

Thus, the bound on the initial condition is bounded for any chosen value of k.

Note that local stability implies specifically, our initial condition z(0) ∈M where

M =

{
z ∈ R6 | ‖σe(0)‖2 +

‖ωe(0)‖2

k2
≤ ρ2(k)

}
(41)
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which is the region of attraction. σe(0) is usually not a restriction because, we can always select
σ̂(0) = σ(0)⇔ σe(0) = 0

On the other hand, ωe(0) can be arbitrarily large. However, we can always choose large enough
k such that irrespective of ωe(t),z(0) ∈M. In this context, it is crucial that

lim
k→∞

ρ(k) = ρ∗ = finite constant

Hence, the result is semi-global.

Convergence Rate

In (37), (−c3/2c2) is the rate of convergence. Note that

c3 =

(
1− 8αωm

k

)
− 4β

√
c2
c1
‖z(0)‖ (42)

Thus, as k →∞, c3 → c∗3 where

c∗3 = 1− 4β

√
5 +
√

5

5−
√

5
‖z(0)‖ (43)

which is independent of k. Also recall that c2 → 0 as k → ∞. Thus, the rate of convergence
(c3/2c2)→∞ as k →∞. Thus selecting large k implies faster convergence.

ROBUSTNESS ANALYSIS

We consider two different scenarios:

• The external torque τ is unavailable but is bounded and an upper bound is known τ ∈ L∞,
i.e., there exists some finite τm = supt≥0 ‖τ (t)‖. Can the observer be ensured to converge to
a residual set?

• The inertia matrix J is inaccurately modelled as J̄ = J̄T > 0 (nominal inertia) and thus,
there is an inertia error (J − J̄)? Can the observer errors be bounded in this setting?

We provide positive answers to both these cases in the sequel.

Unknown Torque

We assume some bounded unknown external torque τ acting upon the spacecraft. The observer
is modified to:

˙̂σ = ω̂ − k(σ̂ − σ) (44)

J ˙̂ω = −ω̂∗Jω̂ − k2J(σ̂ − σ) (45)

This leads to

σ̇e = −kσe + k
(ωe

k

)
(46)

ω̇e

k
= −kσe +

J−1

k
Ψ− J−1

k
τ (47)

⇔ ż = k

[
−I I
−I 0

]
z +

[
0

J−1

k Ψ

]
+

[
0

−J−1

k τ

]
(48)
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where the last term is defined as the disturbance

d ,

[
0

−J−1

k τ

]
(49)

For the case with known torque (d = 0), we already have from Eq. 35, a Lyapunov function such
that

c1‖z‖2 ≤ V (z) ≤ c2‖z‖2 (50)

V̇ ,

(
∂V

∂z

)T

ż ≤ −c3‖z‖2 (51)

Also recall

V (z) =
1

k

(
zT1 z1 +

3

2
zT2 z2 − zT1 z2

)
= zTPz (52)

Thus, ∂V
∂z = 2Pz

⇔ ‖∂V
∂z
‖ ≤ 2λmax(P )‖z‖ = 2c2‖z‖ (53)

since ‖P‖ = λmax(P ) = c2 = (5 +
√

5)/4k.

If we define c4 = 2c2, the above equation can be written as ‖∂V∂z ‖ ≤ c4‖z‖. Next recall,

d =

[
0

−J−1

k τ

]
⇔ ‖d‖ ≤ τm

kJm
(54)

Suppose for some θ ∈ (0, 1),
τm
kJm

<
c3
c4

√
c1
c2
θρ(k) (55)

this implies that there exists k sufficiently large such that

τm <
c3
c4

√
c1
c2
θkJmρ(k) (56)

Then using Lemma 9.2 from Khalil [13], for all ‖z(0)‖ <
√
c1/c2ρ(k), we have

‖z(t)‖ ≤
√
c2
c1

exp (−γ(t)) ‖z(0)‖ ∀ 0 ≤ t ≤ T (57)

and
‖z(t)‖ ≤ b for t ≥ T (58)

which is a residual set and a uniform ultimate bound for some finite T > 0, where

γ =
(1− θ)c3

2c2
(59)

and

b =
c4
c3

√
c2
c1

τm
Jmkθ

(60)

note that b→ 0 as k →∞.
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Inaccurate Inertia Model

If the inertia matrix J is poorly modeled, a nominal inertia J̄ is adopted with maximum and
minimum eigenvalues J̄M and J̄m respectively. We modify the observer to be:

˙̂σ = ω̂ − k(σ̂ − σ) (61)
˙̂ω = −k2(σ̂ − σ)− J̄−1ω̂∗J̄ω̂ + J̄−1τ (62)

such that the disturbance term in Eq. 49 can be modified as follows

d̄ =

[
0

− 1
k (J̄−1ω∗J̄ω − J−1ω∗Jω) + (J̄−1 − J−1)τ)

]
(63)

The nominal system, i.e., with d̄ = 0, provides us with the same behavior as the unknown torque
case above, hence (57) and (58) hold with the convergence rate in (59). However, the modified ratio
of eigenvalues of the inertia matrix, α is replaced by ᾱ = J̄M/J̄m and the residual set to which the
norm of the states converges to is now:

b =
c4
c3

√
c2
c1

1

JmJ̄mkθ

[
τm(J̄m + Jm) + ω2

m(JM J̄m + J̄MJm)
]

(64)

This proves that the proposed observer is robust to inaccuracies in the inertia matrix and unknown
external torques, with the angular velocity estimates always converging to a local residual region
surrounding the true value of the state.

SIMULATIONS

We perform numerical simulations for a body starting from ω(0) = [0.1, 0.05, 0]T with inertia
matrix

J =

20 1.2 0.9
1.2 17 1.4
0.9 1.4 15

 (65)

The external torque is chosen as

τ =

 0.1 sin(t)
0.2 cos(2t)
0.3 cos(3t)

 (66)

For the case when the inertia and torque are known accurately, the velocity and error in velocity
are shown in Fig. 1, where the estimate can be clearly seen to be converging to the real value of the
angular velocity and the error goes to zero.

For demonstrating the robustness properties of the observer, the system with the same inertia as
Eq.65 with the observer using an inertia estimate of

J̄ =

21 2.2 1.9
2.2 18 2.4
1.9 2.4 16

 (67)

which represents approximately 5% error in the inertia parameter model. The torque input from
Eq. 66 was applied to the system but is unknown to the observer. The angular velocity and norm
of the error states are shown in Fig. 2, where once again, the estimate converges to the true state,
demonstrating the robustness of the observer to inertia and torque inaccuracies.
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Figure 1: Simulations for the known torque and inertia case
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Figure 2: Simulations for the inaccurate inertia and unknown torque case
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CONCLUSIONS

A novel observer was designed for estimating the full attitude and angular rate states from the
continuous measurements of a Rate Integrating Gyroscope (RIG). The observer was shown using a
Lyapunov-like analysis to drive the angular velocity estimates to their true values exponentially fast.
The update laws are linear in the measurement term and involve one user chosen parameter which
controls the convergence rate of the estimate and the region of attraction for the initial value of the
state. The observer was also shown to be robust to an inaccurately modeled inertia matrix as well
as unknown torque inputs to the system. The effectiveness of the design was proven numerically in
simulations. Future work will focus on estimating the inertia matrix as well for the unknown inertia
case.
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