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The Cygnus vehicle, built by the Orbital Sciences Corporation, is being developed to
perform autonomous rendezvous with International Space Station (1SS) and to provide
cargo services to the faculty. Safety through fault management has been a primary
consideration in the design of the trajectories, GN& C algorithms, and software. This paper
describes the approach used to design and validate a fault management system required to
meet the | SSvisiting vehicle safety requirements. The nominal mission trajectory and abort
maneuvers were designed using linear covariance analysis and were validated to provide a
combination of passive and active collision avoidance and requirement satisfaction through
semi-analytical methods and extensive simulation. Hardware faults, such as IMU, LIDAR,
and GPS sensor faults, are managed using a highly reiable backup propagation system and
Fault Detection and Isolation (FDI) algorithms. These algorithms ensure that key sensor
systems are fault tolerant and that faulty measurement sources are detected and identified
before they significantly corrupt the navigation system. Critically, the FDI system ensures
that sufficient measurements will be available to execute an abort maneuver safely at any
time. TheIMU, LIDAR and GPS FDI algorithms employ standard parity methodsto detect
sensor measurement errors and a Maximum Likelihood Estimation (MLE) approach for
fault identification when sufficient measurement redundancy exists. In the case of GPS FDI,
parity space algorithms are utilized for GPS receiver redundancy as well as measurement
redundancy within a particular GPS receiver. This allows independent detection and
identification of receiver faults and measurement faults arising from GPS satdllite faultsor a
degraded multipath environment. Fault thresholds for FDI were validated using Monte
Carloanalysisin a high fidelity 6DOF simulation.

Nomenclature
AE = Approach Ellipsoid
Al = Approach Initiation
ATP = Authority To Proceed
ATV = Automated Transfer Vehicle
CCDL = Cross-Channel-Data-Link
CM = Crew Module
COTS = Commercial Orbital Transportation Services
CwW = Clohessy Wiltshire
FDI = Fault Detection and Isolation
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GN&C = Guidance, Navigation, and Control
GPS = Global Positioning System

HP = Hold Point

HTV = H-II Transfer Vehicle

IRD = Interface Requirements Document
ISS = International Space Station

JEM = Japanese Experiment Module
KDR = Key Driving Requirement

KOS = Keep Out Sphere

LIDAR = Light Detection And Ranging
LinCov = Linear Covariance

MLE = Maximum Likelihood Estimator
RAIM = Receiver Autonomous Integrity Monitoring
SCM = Safe Corridor Monitoring

SIGI = Space Integrated GPS/INS

SM = Service Module

I. Introduction

his paper demonstrates how the Cygnus addresdazlcsiafety requirements using two fault tolersahsors,

and anytime abort trajectories. Key fault managgmequirements are explained and the validatidives are
discussed.

Section Il provides a mission overview which owBnCygnus’ approach to the ISS. This section difituss
the vehicle layout including sensors, actuators, eemputer systems. In addition, this section wdler sensor
utilization and the nominal approach trajectoryhia context of driving safety requirements.

Section Il focuses on navigation fault managemekrirst an overview is provided of the navigatiatef
software and its interface to the sensor systeftss is followed by a description of the fault detten system for
the IMU, LIDAR and GPS measurements. Key matherahtioundations are provided, as well as validation
methodology.

Section 1V is dedicated to the design of the almoaineuvers. This section explains how the onboarfé S
Corridor Monitoring (SCM) software uses the fadlerant navigation estimates from Section Ill igder aborts
necessary to meet the key safety requirementsétioBell. An overview of the abort verification nietdology is
also presented.

II. CygnusMission Overview

The Commercial Orbital Transportation Services (SPTCygnus vehicle will conduct an autonomous
rendezvous with the ISS. The rendezvous and apprtagectory has been determined by the ISS to COTS
Interface Requirements Document (IRD) requiremérg,the capabilities of the unmanned vehicle, apdhe
desire to remain safe in the event of an off-noisitaation. The mission concept of operationshewn in Figure
1.

A. CygnusArchitecture Overview

The Cygnus vehicle is composed of a Service ModdM) and a Cargo Module (CM). The Cygnus GN&C
subsystem consists of the two-fault tolerant fligluntrol computer, Star Tracker, LIDAR Assembly,aSp
Integrated GPS/INS (SIGI), Three Axis Magnetometieree independent strings of reaction control, jetel one
main engine. During proximity operations the GN&ensors are selected as a function of range. FRjgreows
the navigation sensor utilization as a functiomistance from ISS. The link with the PROX systerbaard the ISS
will be established approximately 50 km from 1SS$ic® the link is established, the PROX system tritssthe
JEM SIGI raw measurements to Cygnus. The onbBaldtive GPSilter starts fusing the JEM SIGI and Cygnus
SIGI raw measurements to generate the relativegation solution. The Relative GPS filter is thenpairy source of
relative measurements up to about 700 m, at whicimtpthe LIDAR starts providing range and bearing
measurements to thRelative LIDARfilter. Once the quality of the LIDAR measuremeastbeen established and
the filter is converged to a stable solution, thBAR filter becomes the primary navigation system.
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Figure1Mission Overview

The Flight Computer consists of four BAE RAD750 gderboard computers interconnected via the Draper
Network Element (NE) card and the Cross-Channe&ilatk (CCDL). The NE asserts that all four compsite
operate upon identical (congruent) data and thatomhmands to effectors are agreed upon (votedy poi being
issued. All single and dual failures within the geesing system are detected, isolated and removed.
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Figure 2 Navigation Sensor Utilization & Transition

B. CygnusApproach to|SS

The Cygnus trajectory design and analysis consitteee distinct mission phasdsong Range Rendezvous
Approach and Departure Each of the trajectories within these mission sgisaare designed to satisfy the
requirements in the ISS to COTS IRD. Figure 3 shthesnominal approach trajectory and its major &/en

The Approachmission phase begins approximately one hour befiygnus is within range of the Proximity
Communication System (PROX). Cygnus is on a c@iédliorbit 4 km below ISS, having previously perfed
several maneuvers to adjust the height, orbit ptare phase with respect to the ISS. Upon enterR@Xrange,
Cygnus establishes communication and begins t@genfelative GPS navigation using the GPS receiithin the
PROX subsystem on the ISS and the Cygnus GPS ezc€ygnus will compute and execute a maneuveresesu
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to acquire a co-elliptic orbit 1.4 km below the I9®vided an Authority to Proceed (ATP-1) has bgeanted.
Once on the 1.4 km co-elliptic, Cygnus will drifttil arriving at the Approach Initiation (Al) point

The final approach begins when ATP-2 is given fog ADV-3 burn to transfer to the R-bar. The Cygnus
onboard targeting will compute and execute the ABD¥htaneuver. The ADV-3 maneuver, shown in Figurés4,
targeted to bring the Cygnus inside the AE andtiwewith a predefined velocity at a designatechtion on the R-
bar below ISS. Prior to arriving at the R-bar, tHBAR will have been powered on and the Cygnus ekehwill be
appropriately oriented toward ISS in order to amgjand track the target reflectors. The transitiom relative GPS
navigation to LIDAR relative navigation will occun the vicinity of the R-bar acquisition point. TH&ygnus
vehicle will ascend the R-bar at a predefined digsiate. Multiple Hold Points (HPs) are positioredthe R-bar
prior to entering the Keep Out Sphere (KOS) anahiegy the capture volume. Once in the capture meluthe
SSRMS grapples Cygnus and securely connects theehicles. The two sides of the CBM then form aspuee
tight seal, and the Cygnus vehicle will be eleetficconnected to ISS.
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Figure 3 Cygnus Nominal Approach Trajectory

The departure mission phase begins with releaggygfius from the Space Station Remote ManipulatsteBy
(SSRMS). The Cygnus will stay in free drift for albdive minutes and after that it will perform aegefined burn.
The burn is pre-calculated and designed to briegdgnus vehicle in front and above the ISS.

C. Overview of Safe Trajectory Design

Although the unmanned vehicles ATV, HTV, and Cygrfelow different trajectories to rendezvous wisS,
all of those trajectories are subject to many efsame safety considerations. In this paper, atsgéztory will be
defined as a trajectory that will not violate t&my requirements in the presence of a class tharhinal
conditions. Although the ATV follows a Vbar apprbawhile the HTV and Cygnus follow an Rbar approdbie,
trajectories of all three vehicles must consideresg@l common issues in order to meet the safetyireaents.
These elements are missed burns, partial burng, utteertainty, navigation error, and the abilityperform an
abort safely. A missed burn is a burn that is ptahrbut does not occur. Missed burns are a critieakideration
during early phases of the rendezvous approachin®uhe Cygnus mission, missed burns that occuhiwia
certain distance of the ISS must be guaranteedgsiyely avoid the ISS for a minimum of 24 hourgahtial burn
is a thrust that ends early or late, resultingriruaderburn or an overburn, respectively. Trajeesoare designed to
meet minimum separation requirements from ISS énptesence of missed or partial burns by usingsoviith drift
biases that naturally cause the vehicles to separais task is complicated by atmospheric dragchviwill either
accelerate the drift rate or cause one vehicleeterse its motion relative to the other. To compendor drag
effects, the drift biases must be adjusted. Thiseiase is often at the expense of maneuver cost.tréiectory
design is further complicated by uncertainty in #timospheric drag and navigation error, both ofciwhiill result
in trajectories that deviate from the nominal tcapey.
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Figure 4 Cygnus Nominal R-bar Ascent Trajectory

1. Cygnus Proximity Operation Trajectory Overview

The Cygnus proximity operations trajectory is imptnted using three types of trajectory generatiwh the
following algorithms: Co-elliptic Transfers, Rbacduisition, and the Rbar Ascent. Co-elliptic trasfare planned
using a converging algorithm that employs long-tdranizon planning and a high fidelity dynamics mlodéhe
Rbar Acquisition Guidance Algorithm is used to iemlent ADV3 and is comprised of several differensed loop
guidance modes, which require minimal computatiot ely on the CW equations. The Rbar Ascent isopered
using the Glideslope algorithm, a low-computatimtpsed-loop guidance routine, which yields preditda
constrained trajectories with low fuel use.

2. Co-elliptic Transfers
A targeting routine is used to calculate co-eltigtansfers on-orbit. This routine is first calliedadvance of the
anticipated burn time in order to determine a baftitude. As the Cygnus approaches the burn titreetdrgeting
algorithm is called again to refine the burn dunatestimate. Each co-elliptic transfer is comprie€édn initiation
burn to place the Cygnus on a transfer orbit atermination burn to place the Cygnus on a new tptiel orbit
relative to the ISS.

The key driving requirements during the rendezvghese in which the targeting algorithm is used are:

1. The GN&C subsystem shall maintain a trajectory pr@oApproach Initiation (Al) that remains outsidé
the Approach Ellipsoid (AE) including expected disgions (99.73 percent of the trajectories with 50
percent confidence level).

2. The GN&C subsystem shall perform an Approach Itigia (Al) maneuver that results in the vehicle
trajectory remaining outside of the Keep Out SpH{E@S), including expected dispersions (99.73 peatrce
of the trajectories with 50 percent confidence leve

3. The GN&C subsystem shall compute translational meses prior to Approach Initiation (Al) such that
any resulting free drift trajectory during or aftke execution of such a maneuver remains outdidieeo
AE for a minimum of 24 hours.

4. The GN&C subsystem shall perform rendezvous angimity maneuvers to arrive at the capture volume
within 6 hours or less from the start of Integra@ukrations (10).

5. The GN&C subsystem shall perform the dual Co-Eligtransfer (CT) maneuver provided authorization
to proceed has been received from mission control.

6. The GN&C subsystem shall compute translational meses prior to receiving authorization to enter the
KOS such that any resulting free-drift trajectoryridg or after the execution of such a maneuveraiem
outside of the KOS for a minimum of 4 orbits.
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3. Rbar Acquisition

The ADV3 maneuver is executed using Rbar Acquisit@osed-loop Guidance. This routine operates by
calculating delta-V commands to place a vehicleaaeference trajectofy. The reference trajectory is chosen by
back-propagating using the CW equations from atjposiand velocity state on the glideslope path. Witee
Cygnus is behind (i.e., the Vbar direction) thesrefice trajectory, a phantom-targeting algorithmmsisd to shift the
targeted point after each time step to correctfor dispersions that occur due to process noisegation error.
If the Cygnus is ahead of the reference trajectegtical tangent targeting routine is used to gutie vehicle back
to the glideslope using a bisection search algorith

The key driving requirements during the Rbar Acigjiois phase are:
1. The GN&C subsystem shall perform the Approach dtitih (Al) maneuver provided authorization to
proceed has been received from mission control.
2. The GN&C subsystem shall perform an Approach Itigia (Al) maneuver that results in the vehicle
trajectory remaining outside of the Keep Out SpliEi@S) including expected dispersions.

4. Rbar Ascent
The Rbar Ascent portion of the approach trajectssgs the glideslope algoritim The glideslope algorithm
provides a computationally-minimal, economical, agakily implemented method for adhering to a stgadi
shrinking approach corridor using a fixed burn rdtiee reference trajectory for a glideslope appndadound by
reverse propagating from the final range and raage-along the glideslope path using the CW egnstio
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Figure5Free-drift Trajectoriesfor Varying Glidesope Ascent Rates

The key driving requirements during the Rbar Asgqardse in which the glideslope algorithm is used ar
1. The GN&C subsystem shall perform the Approach Guuatiion (AC) maneuver provided authorization to
proceed has been received from mission control.
2. The GN&C subsystem shall maintain a trajectory mptim Approach Continuation (AC) that remains
outside of the Keep Out Sphere (KOS) including exge dispersions.
3. The GN&C subsystem shall perform approach maneuveasive at the capture volume within 80 minutes
or less from initial R-Bar acquisition.
4. The GN&C subsystem shall maintain a trajectoryraftpproach Continuation (AC) that remains within
the assigned approach corridor during nominal agugiro
Figure 5 shows the effect of going into a freetdaif various points in the glideslope approachetiary for
several gain scaling selections.

1. Navigation Hardwar e Fault M anagement

This section describes the three levels of navgatault management applied to each measuremerst, €ach
sensor system performs internal integrity testsrisure that the measurement is meaningful andtipatensor is
operating as expected. If all sensor system fests, a positive validity flag is included with theeasurements.
The second level of navigation fault managemenhés Fault Detection and Isolation (FDI) algorithm$hese
algorithms check that the redundant and independeasurements are self consistent using parityesjgatiniques.
If the measurements are not self consistent, FQeade a fault and isolates the faulty sensor. rAfte
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measurements are successfully screened by the Igbiitams, the selected sensor signal is passetbahe
navigation filter, where the third level of navigat fault management is performed. Before the measents are
processed to provide a navigation solution, theégaion filter compares the solution to the expdateeasurement
using a process known as residual edits.

A. Navigation Algorithm Overview

The navigation subsystem design consists of twer§i] one processing GPS measurements and the other
processing LIDAR measurements. The actual perfoce®f the LIDAR sensor is known only within itsespting
range. Thus, for safety concerns, it is desirtbliedependently validate the results of the LIDA&vigation filter
prior to utilizing its solution to guide the velecto the ISS. Therefore the two-filter architeetig an integral part
of navigation fault management, in the sense thatdesigned to identify LIDAR failures.

The GPS filter is designed to satisfy requiremeh#t ensure passive collision avoidance, as wethiasion
success. The GPS filter requirements are deriveth shat the navigation estimate will not causgetng to
command a maneuver that will take the vehicle mshe approach ellipsoid. The LIDAR filter requirents are
derived such that the vehicle passively avoidsremgehe keep out sphere if a failure occurs priothe 250 meter
hold point. At the capture volume, the requirersaare driven by bump analysis to ensure collisiaridance with
the ISS. The requirements are linearly interpoldtetween 250 meters and the capture volume.

The GPS filter is a dual inertial filter that prdes an estimate of the relative position and veldoétween
Cygnus and ISS. The GPS filter can operate inlatssmode or in relative mode. When in absoluteley@nly the
inertial state of Cygnus is estimated. The filiperates in absolute mode before the ISS statdeanitialized.
The ISS state is initialized with a ground updatkich consists of position and velocity of the 1&S future time.
When the ISS state from the ground update beconmesnt, the filter transitions to relative mode autepts ISS
GPS measurements through the communication linkank time, the Cygnus state can be re-initializsshg the
PVT solution from one of the onboard receivers.e Tilter can also be reset at any time to eitheohlie mode or
idle mode. A resetis needed to accommodate offimal scenarios, for example a faulty ground updad¢ needs
to be overwritten. When in idle mode, the Cygniasescan be initialized with a ground update. rdeo to validate
the pseudorange measurements, FDI estimates tbweex clock biases, which are also used by therfi Two
valid consecutive estimates of the bias from F@lraeeded before the filter can process measurentiease values
are used to initialize the filter's estimated clduilas and drift. Since the clock bias and drift anique to each
receiver, it is important that FDI always seletts same receiver unless a failure occurs.

The LIDAR filter is initialized using the GPS filteestimate. Biases on the LIDAR estimate are eg#gohand
carried in the filter’'s state, and are initiallyt $& zero. These biases are also set to zeroteaelFDI switches to a
different LIDAR, because these errors are spetifieach sensor. FDI always selects the same LIDARSss a
failure occurs.

The navigation filter carries an estimated statd th propagated between measurements, this it¢elgstate is
denoted a&~. Together with the state, the filter also caragsropagated estimation error covariance maf#ix,
The covariance matrix is symmetric positive deéingnd represents the uncertainty of the propagegtichate; a
larger covariance indicates a less precise knowlaifghe state. A covariance matrix is also asgedi with the
measurement; again a larger covariance indicatessaaccurate measurement. The navigation fikefopns a
weighted average of the propagated state and tlesurement. The weights are given by the inversebe
covariance matrixes. The filter processes one urea®ent at a time through a scalar update. Thénsam model
of the scalar measurementjs given by (1)

z=hX)+n (1)
Whereh is a known nonlinear function of the true statetoe X, andn is the zero-mean measurement noise with

varianceanz. The expected value of the measurement is giyen b
Z=h(x") )

When a measurement becomes available, its vakmipared to the expected value to test its validihys process
is called residual editiig The measurement residual is given by

Z=2-2 (4)
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When the a priori estimation erroe” =x—X"is small and zero mean (two common assumptions, th

measurement residual is also approximately zeronna@a can be expanded in a Taylor series centéred ta
obtain

Z=hX)+n-hX )=hX )+He +n-h( )=He +n (5)
where H is the observation partial matrix abodf (i.e. the measurement matrix). The measuremenuas
variance is therefore given by

o, =HPH" +g; 6)
The numerical value of the residual is tested tsu@s it lies between a predetermined range of taadsrd
deviation. If the test fails, the measurement igated, otherwise the measurement is processed. LIBAR
measurements, all three scalar components (ramigeyth, or elevation) are rejected when any simgi@ponent is
failed by FDI. For GPS measurements, only theeéhjpseudoranges are rejected. Any valid pseudesaaug not

affected and are the processed by the navigatiter.fi In each filter a counter keeps track of havany
measurements have been rejected; this informatiamailable to the ground to identify failures.

B. Fault Detection and Isolation Algorithm

The purpose of this section is to provide a briefivéation of the FDI algorithm, which monitors rediant
measurements and analyzes the discrepancies betiveen This algorithm is detailed in depth in riplé
source$®®, which describe the GPS Receiver Autonomous litielftonitoring (RAIM) for aeronautic applications.
For convenience, the FDI algorithm will be partiténl into two sections: fault detection and fauéntification.
Fault detection strictly refers to the determinatiof a fault, without identifying the offending sew. Fault
identification is invoked when a fault has beeredetd and is tasked with determining the culpaid&iment.

1. Fault Detection Algorithm
Presume in Eq. (1) there dveindependent measuremertspf some set ol states, wher# is greater thai
and the measurements span the spadé oFurthermore, assume that measurements are sibseap faults. A
failure of measuremeritis modeled by = b, whereb, is anM x 1 vector with thé™ element non-zero and zero
elsewhere. Accordingly, the measurement veaiaran be approximated as:

Z=Hx+n+b (7

The generalized inverse matrix & is defined as,
H =(HTH)"HT (8)

The parity space has three key characteristics:

1. The parity space vectqgs, is independent of the state vector,
2. Ifthere is no fault, theb = 0, the expected value pfis 0.
3. Ifthere is a fault, the expected valuepd$ a function ob.

Note that the parity space method can identify esise faultsp, present in the measurement vectpeven when
the sensor being analyzed is producing non-zerardata.

The A-matrix is used to partition the measurement sp@toethe state space and parity space. Rdmeatrix (not
the Kalman gain) is the matrix which spans the-sptice oH-matrix, KH = 0. Additionally,K is defined such that
rank [K] =M — N, andK K'=0.

{&p%j = A[MeasuremehSpac«]a
ParitySpac

where 9
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When the inverse of th&-matrix is used to transform the parity space vetdahe measurement space, the fault

vector,f, is calculated.
0 0
t=[H KTW }:A*{}
p p (10)

f =Sz
S=1, —HH'

Refer to Ref. 4 for a derivation of ti&matrix. Note that the fault vector can be caltadaby the flight computer
using only the measurement vectgrand the measurement mattk,

The f-vector is used to detect faults because its ergeealue is the measurement fault vector mapped fro
state space to parity space. The fault vector reavee is the covariance of the sensor errors nthfpen state
space into measurements space. Thus, for a setdahdant measurements, the fault vector will iaseein
magnitude when the fault is significantly largeanithe measurement noise.

E[f]=%
, (11)
CcoV[ f]=0?S
Next compute the scalar decision variallleas the squared magnitude of the fault vector:
D=f"f (12)

Using hypothesis testing, the FDI algorithm deteemsithat a fault has occurred when the fault vasttarger than
a predetermined fault threshold, The fault threshold is a function of the meameet noise variance, the
probability of false alarm, and the difference betw the length of the measurement vector and tiggHeof the
State vector.

T=02X*(P.,|M =N)
X" = InverseChi- Squaredistribution (13)
P., = Probabiliy of FalseDetection
Note that the fault threshold is a function of theasurement redundandy-\). As a result there will be different
fault thresholds for two redundant and single reldumh measurement sets. Another important conciusion Eq.

(13) is that a fault can be detected if at least @mdundant measurement exists. However, as ikdérned in the
subsequent section, fault identification requirves tedundant measurements.

2. Fault Identification Algorithm: Maximum Likely Estator
The previous section explained how to determina fault occurred. This section explains the pracedor
determining which instrument is culpable. The maxin likelihood estimator (MLEidentifies the I measurement

as being faulty if
P(pIb)=maxP(plb,) (14)
]

2
The appendix in Ref. 4 shows that the measurenhmtnnaximizesP(p|bj) also maximizegf:—k. Thus, once a

fault has been detected,> T, the MLE identification algorithm is defined as:
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oM (f2
i = MAX|

k=1 Skk (15)
for(M - N)=2

The S values can be thought of as the relative pariacembservability of the" measurement, which is the extent
to which thek measurement is redundant with the other measutsmgmus, the MLE is essentially identifying the
measurement with the largest fault vector elemenhormalized according to its sensor geometry.

Note that two or more redundant measurements gréreel to perform fault identification. Imagine aoertial
navigation system that contains theeaxis gyros for redundancy. If one of the gyrasdduces a large error, the
fault can be detected and identified because onleeothree gyros will not be in agreement. Howegifahere are
only two valid x-axis gyros, there is only one redundant measureméha fault is introduced, the two gyros
measurements will not be in agreement. Thus & ¢anl be detected, but the offending gyro cannatibetified.

3. Sensor Status
The previous two sections explained how to deteenffia fault has occurred and then how to determihieh
sensor is responsible. The COTS software contséveral layers of fault monitoring. The first layis self-
monitoring by the sensor firmware, the second & REDI routine, and the final layer is residual ntoring being
performed by the navigation filter. The FDI rowimvill not typically fail a sensor permanently ugia single
“snapshot” of data containing an anomalous measememIinstead a 'moving window” approach is usehiciv

tracks the number of faults a sensor has accrued a¥ixed interval. As a result, a two redunds@msor could
have any of the following statuses:

1. Nominal
2. Probation
3. Failed

4. No Solution (GPS FDI only)

If a sensor has accrued more thmgg, faults withinm,,, samples, then the sensor has been placed on jprobéita
sensor has been placed on probation but subseguenguts clean data, it is returned to nominaiusta Likewise
if a sensor has accrued more tmgp faults withinmg,; samples, the sensor is failed permanently. Orsansor has
been failed, FDI invalidates the measurements, ptiog the mission manager to select another vaigssr. The
only way for the sensor to return to nominal stasufor the FDI algorithm to be reinitialized. Ifsingle redundant
measurement exists abd> T, the FDI routine will issue a secondary fault. Bamto the earlier case, a secondary
fault flag will invalidate the measurements sentth® navigation filter. No solution applies only ®BPS
measurements.

In the following example there are three valid Ggemsors, whem,,n = 3, Nppn = 4, M = 4, andng = 5. An
“X" denotes that a single fault has occurred.
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SIGI 1 Gyro X X | X X X X | X| X

SIGI 2 Gyro X X ~  Anomaly Matrix

SIGI 3 Gyro X X

0o,0/0 0O|O0O|O0O|O0|0|O0]|O r Status Array

SIGI 1 has been failed
SIGI 1 is on probation

Figure6 Moving Window Example

In Figure 6, the XSyro in SIGI 1 is placed on probation after therfbutime ste, as three of the four sanes were
faults. After nominal output on time step 5, SIGis returned to nominal sta, as only two of the previous fo
samples were faults. After the ninth time ste19l is placed on probation. Due to a subsequaiit &n time ste)
10, SIGI 1lis placed on permanent failed statiTo accommodate offominal scenarios trFDI algorithm contains
a reset switch. If a reset is commandedanomaly matrix values are resetd all the sensor statuses are rett
to nominal.

C. Fault Management Validation

The fault managemeragorithms for theaccelerometer, gyro, LIDAR and GR®&nsor systems ¢ validated
using a similar methodology. his sectiol presents an overview of that validation pro. The following section
will describe the FDI applicain to individua sensor systems. This section is dividle three subsections: the
first subsection discusses the process for det@rmihe fault threshold values. Tsecon: subsection provides an
overview of the COTS simulatidool. The third subsection describes tadidation methodolog

1. Fault Threshold Analys

The sensor fault thresholds a® using both analytical and Mont@arlo analysis techniqu. The lower bound
threshold, T, for the each threshold is determined using13, with a 10% probability of a false detection. &
the FDI routine is repeated feach measurement, threshold values lower T, will produce excessi false
detectionsover the mission duratit. The threshold upper bouri,., is defined by the maximum amount
measurement error permitted before critical safetpiirements begin to failT, establishes the minimum sen:
error that the FDI needs to detect and isolate filoensystem. Threshold values larger tT,.x may not detect
significant faults and will produce excessive mikdetection:

The threshold upper bound,,,,, is determined using sets of Mor@a+lo runs with increasing levels of IM
sensor errors. The Montarlo runs are performed using the CO1-DOF simulation tool described in the n
section. Using the simulation tool, selectsensor noise sources are systematically increaseetermine th
maximum allowable measurement ertFirst, a baseline set of Monte-Carlo rungp&formedwith the nominal
error level. The measuremeatror is systematically increased on one ofsensorsand the Moni-Carlo is then
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repeated. As shown in Figure 7, multiple Montel@aets are performed with increasing errors uh#l critical
safety requirements begin to fail.

Max Error Level

% MC Cases that Fail Requirements

D

e &> &
Sensor Error Level

Figure 7 Maximum Sensor Error Determination

Once bothT,,;, and Tax are determined, the sensor noise parameter ilEqnd scan window size are tuned
until an acceptable number of false detectionsraisded detections occur in a Monte-Carlo set inpifesence of
nominal GPS sensor noise. Establishing the thtddkgel in this way minimizes the risk of falseteletions and
avoids overly conservative constraints on sensgopaance.

2. Simulation and Monte-Carlo Analysis

The Monte-Carlo runs are performed using the CGIBOF simulation tool and the Monte-Carlo framework
The simulation tool was developed using a ModeleBaBesign process in Simulink and independentlyukites
the dynamics, sensors, and control of both the d8& Cygnus vehiclés. The simulated Cygnus vehicle flight
software runs auto-generated C-code, created fharStmulink models that implement the flight algjomis for
navigation, guidance, and targeting. C-code ferwinole simulation is automatically generated amdwithin the
Monte-Carlo framework to do performance and valaagnalysis. Running the simulation inside thanfework
permits analysis to be done in the presence of-tdtgtity disturbances and uncertainty models. irisances and
uncertainty models are randomized for each simariaind run the prescribed number of times to canaliMonte-
Carlo study.

The IMU accelerometer error model is composed w@éréety of error sources, including: scale factooes, g-
squared, asymmetry, orthogonal and non-orthogdigairaent errors, long-term bias, short term bias] aelocity
random walk. The short term bias is approximatedgua discrete time Markov process characterizethbytime
scale and variance. The IMU gyro error model i® alsmposed of several parts, including: scale faatmrs, non-
orthogonality alignment, long-term bias, short-tebias, and angle random walk. The LIDAR error miode
composed of short-term bias and random noise fagimuth, elevation and range measurements. fdreterm
bias is approximated using a discrete time Markmegss characterized by the time scale and variance

The simulation tool models the GPS constellatiagéemetry and contains a GPS error model composed of
variety of error sources. Error sources includeo@phere signal delays, troposphere signal detagsjver clock
noise, channel clock noise, GPS satellite clocls,biultipath signal delays and GPS satellite ephisnegrors.
Receiver clock noise and bias are unique to eaotiver and are added equally to each channel. r@hatock
noise and multipath delays are modeled by a Magkoegess and are unique to each channel withingiverc A
complete discussion of a GPS error model can bedfou Ref. 8.
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3. Fault Management Validation

Fault management validation is done using a large o8 Monte-Carlo runs where measurement errors
corresponding td .« are injected in addition to the nominal measurdnmeise. Each Monte-Carlo case has one
injected error that is placed on a sensor staftimg a random time. The injected error continuebdadded to the
measurements for the remainder of the simulationaddition, a second failure is placed on a défersensor at a
second random time that occurs after the first fimsome minimum amount. This is to avoid injectihg second
error before the FDI has completed identificatidrthe first error. For each Monte-Carlo run, thadithat the FDI
correctly detects and identifies the first injectailure is logged. Any false detection, missededgbns or incorrect
identifications are also logged. The FDI is detersdi to be successful if the first failure is cotheddentified
within a reasonable amount of time in a predeteeshinumber of Monte-Carlo cases, as shown in FiguBiccess
of the FDI is also subject to correct detectiothef second failure.

99.73% of Cases less than Limit

# Cases

Time to Detect Failure

Figure 8 Timeto Detect Failure Histogram

D. IMU and LIDAR Fault Detection and | solation

For the IMU, fault detection is applied independierib each axis (X, Y, and Z in the IMU frame) dfet
accelerometers and gyros. Therefore, there arsndependent applications of the FDI algorithm witthe IMU
FDI. The IMU sensor orientation within the body rfra of the vehicle is known a priori and therefohe t
measurement matrid in Eq. (7) is also known. This allows tBematrix in Eq. (10) to be pre-computed and loaded
into the FDI algorithm as a parameter. To deteeriiy, two types of IMU errors are systematically ingeg: the
short-term bias and random walk noise for both lacometers and gyros. Each error type on the hstruments is
examined independently; axes are also examinedpémdiently. Therefore, there are 6 test runs total f
accelerometers and 6 for gyros; one for each ax6, and one for each error type. During IMU RRillidation,
each Monte-Carlo case has one injected error thptaiced on a random axis (X, Y, or Z), a randostrinment,
accelerometer or gyro, and a random sensor (I, 2).0The second failure is placed on a differsmsor, but on
the same instrument.

For the LIDAR, fault detection is applied indepentlg to the azimuth, elevation, and range measun¢sne
therefore, there are three independent applicatdbrice FDI algorithm within the LIDAR FDI. Simitty to the
IMU FDI, the LIDAR sensor orientations are knowmprori and therefore the S matrix can be pre-corgwnd
stored as a parameter to the LIDAR FDI. To deteami,., two types of LIDAR errors are systematically
increased: the short-term bias and random noisthéoazimuth, elevation and range measurements. &aar type
is examined independently; measurement types aceeadamined independently. Therefore, there aestoruns
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total for the three measurement types and twoheretror types. During the LIDAR validation, eddbnte-Carlo
case has one injected error that is placed on dorarmeasurement type (azimuth, elevation, or range) a
random sensor (1, 2, or 3). The second failuptgised on a different sensor, but on the same measunt type.

E. GPS Receiver Fault Detection and I solation

GPS measurements are screened by two separate ¢téveDl: receiver level and channel level. Theereer
level FDI checks for GPS receiver hardware failusgsanalyzing discrepancies between the sensoxswetrer,
receiver FDI alone does not ensure fault toleranicelividual GPS signals can be corrupted due tdtipath or
GPS satellite clock errors. Since these errorcamemon to all GPS sensors, the receiver level By not detect
such faults. These faults can be detected by #8 Gannel level FDI, which analyzes discrepanos®een the
GPS signals on a single receiver. This sectiorriess the FDI algorithm application to the GPSereer level
analysis and validation methodology. The nextisaawill cover the channel level FDI.

As described in the introduction, the Cygnus vehmdntains three separate SIGI units. Each St@Glains a
12 channel GPS receiver, meaning that ulglte 12 measurements can occur. The FDI algorithmpjidied to each
of the 12 channels separately; if any GPS signabtsconsistent across all valid receivers, receiigl detects an
anomaly. Since the FDI algorithm is applied to shene GPS signal in Eq. (7) is a unity vector. This allows the
S matrix in Eg. (10) to be pre-computed and loaded the FDI algorithm as a parameter. Unlike thi®Jland
LIDAR FDI, the GPS measurements cannot be direxitypared by FDI because each receiver has a diffeleck
bias.

Before proceeding, it is necessary to briefly diéecthe GPS measurement process. The receivehesatoe
code pulse sequence to determine the signal tragemitime. This is the time at which the signalsveent as
measured by the GPS satellite’s atomic clock (GR&m time). In addition, the receiver determiadte location
of each satellite using the ephemeris informatioocoded on the signal. By comparing the transmissine with
its own clock, the receiver computes the transietiand, multiplying by the speed of light, deteresinhe range to
each satellite. These measurements are termed@seges because the actual range is corrupteueheteiver's
clock bias. This is illustrated by the followingueation:

A =lr =8 +byoe  (k=1,2,3,.m) (16)

Thus, given the satellite positions and the pseatlye measurements, (and pi), the GPS problem is to
determine the receiver’'s position and clock biasafid b.). The receiver clock bias contribution to the
pseudorange measurement may be expressed as:

bc:Iock = C(t - T) 71
wherec is the speed of light,the user clock time, andhe GPS transition time.

Before the pseudoranges are sent to the FDI #hgorithe receiver level must perform two operatioR@st the
position and clock bias estimate“sz@ndgdock) are calculated for each valid receiver using Baits methog® which

is algebraic, computationally efficient, and nurnally stable. Once the clock bias has been suitdlyssstimated,
the corrected pseudorangg, -5, , . is calculated. The corrected pseudorange defthe receiver level

measurement vecta, in Eq. (7) .The receiver level state vectqris defined as the true ranges||. In addition, if
the receiver signal time stamps are not identited,corrected pseudoranges must be time synchibniZéis is
done using a forward Euler method and the range measurementp, , provided by the SIGI. These two

operations ensure that the FDI algorithm analykredas data across all valid receivers. As mergidmpreviously,
the FDI clock bias estimate is sent as an inpthémavigation filter.

At least four separate GPS signals are requoastimate the receiver position vector and cldeks.b As a
result, occasionally a GPS solution cannot be ¢ated due to too few satellites in the receiveieddf of view. In
addition, poor GPS satellite geometry may signiftgareduce the numerical precision of the posHitock bias
estimate. As is widely knowhthe effect of satellite geometry on position-clduilas estimate accuracy can be
calculated using the Geometric Dilution of PreaisiGDOP). Whenever the GDOP becomes larger than a
predetermined threshold or the number of availabtellites becomes less than four, no reliabletiepius possible
and the receiver level will issue an FDI statusofsolution. In this situation, no data is addedhte anomaly
matrix and the GPS data is withheld from the GR8rfi Once the satellite geometry improves, treeirer FDI
will resume screening receivers.

Both channel level and receiver level FDI deteemineT,,., by systematically increasing channel level clock
noise. The additional noise is added to a singliel vdannel on the selected receiver. During cleatevel FDI
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validation, each Monte-Carlo case injected oneramoa random GPS satellite in the receiver’s fadldiew (1-12)
on a random receiver (1, 2, or 3). The injectedreis added to the GPS signal for as long as thecteel GPS
satellite is tracked by the receiver. The seconldiriais placed on a different GPS satellite andaodifferent
receiver. If either failed GPS satellite leaves thceiver field of view within 50 seconds of adgihe error, the
Monte-Carlo run is considered invalid and the nssale not included in the analysis. This enstinesreceiver
level FDI is permitted sufficient time to detecda® the faulty receiver.

F. GPS Channel Integrity Monitoring

The previous section discussed the method throdgbhwthe FDI algorithm is applied to the GPS reeesvto
ensure that the redundant SIGIs produce consisteasurements. The following channel level disausdescribes
how the FDI algorithm is applied to a single GPS8ereer to ensure that the channel level informai®rself-
consistent. This analysis can be performed, becthes GPS receiver has more than four satellitekdrfield of
view during the vast majority of proximity operatg creating redundant GPS pseudorange measuremieicts
can be used to perform FDI. Unlike previous FDplagations discussed in this work, the GPS coretielh
geometry is constantly changing; therefore, theieslof theH and S matrixes in equations 4.B.1.1 and 4.B.1-1
must be recalculated by channel level FDI at thggriseéng of each iteration of the algorithm.

As described by Sturza in Ref. 4, the GPS chanmddlem must be linearized before the FDI algorittoas be
applied. TheM x 1 channel level measurement vectpontains the pseudorange residuals:

:01_|f_§1|

;= (18)

Pn=[F =5,
where § is defined as the GPS satellite position as esticnby the ephemeris information encoded in thaaig

The position estimaté is provided by receiver level FDI. The 4 x 1 sted¢etor,x, consists of the Earth Centered
Inertial (ECI) position errors and clock bias error

r—r
{ : } )
bclock - bclock

The pseudorange measurement makiixis composed of the line-of-sight vectors from teeeiver to the satellites
with values of unity in the 4th column. In the ohal level, there is a single application of thel Blyorithm which
includes up to 12 pseudorange measurements. Tdrnehlevel anomaly matrix contains 12 rows, edclvhich
records the faults of one GPS satellite in thedfiefl view. Whenever a new satellite enters theiwee’s field of
view, the anomaly history is cleared by replacimg &ssociated anomaly row with zeros.

As discussed in the previous section, the recgigsition and clock bias cannot be calculated iemrironment
with poor satellite geometry. If the receiver lewas not able to calculate a position estimatd titere are only
four GPS satellites the in the selected receivsd fof view, the channel level FDI issues a stafuso solution. If
there are five satellites in the field of view, thés only one redundant measurement. In thisuntsts, the FDI can
detect, but not identify, a fault. With five valgdtellites, the channel level FDI will verify theeasurements to the
navigation filter, provided no fault is detectelfi.six or more pseudorange measurements are algildle channel
level FDI can detect and identify a fault. Witk ©ir more valid satellites the FDI algorithm wilperate as
described in Section II.B. Since the SIGI has ali@nnel receiver, eight (12 channel receivers mifinequired
pseudoranges) thresholds are set.

Channel level threshold tuning is particularly séwes, because not all measurements are equallyneaht. As
discussed in Ref. 6, some GPS geometries are anfially observable in parity space. If this sttaa occurs, the
decision variable D is systematically decreasedioguhe FDI to become less responsive to chaewel faults. In
order to maintain an acceptably low level of misglatections, the fault thresholds are tuned clase¢he
measurement noise, resulting in more false detexti®Gince there are multiple redundant channdidsa detection
in any single channel does not significantly affiéset navigation filter.

During channel level FDI validation, each Monted8azase has one injected error that is placed mmdom
valid channel (1-12) on the selected receivertiapfrom a random time. The injected error congiatio be added
to the GPS signal for as long as the selected @RSt is tracked by the receiver. If the faile&®S satellite leaves
the receiver field of view in less than 50 seconks,Monte-Carlo run is considered invalid and tégults are not
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included in the analysis. This ensures the chalawvell FDI is allowed sufficient time to detect aitntify the
faulty satellite.

IV. SafeAbort Maneuver Design

The Cygnus vehicle must be capable of safely peniftg an abort maneuver at any time during rendezvou
This requirement imposes design restrictions ot ltbé design of the abort maneuver and on the desighe
nominal trajectory.

The key driving requirements during the Rbar Asgdrase in which the glideslope algorithm is used ar

1. The GN&C subsystem shall perform abort maneuveisr go Approach Initiation (Al) that place the
vehicle on a trajectory that remains outside ofAkefor a minimum of 24 hours.

2. The GN&C subsystem shall perform abort maneuvesdRit the bounds of the Approach Ellipsoid (AE)
within 90 minutes after the abort maneuver executio

3. The GN&C subsystem shall perform abort maneuvetsidel the KOS that prevent the vehicle from
entering the KOS.

4. The GN&C subsystem shall perform abort maneuveas ebktablish and maintain a positive opening rate

after an abort maneuver initiated within the Keepi Sphere (KOS) while inside the AE.
5. The GN&C subsystem shall perform abort maneuvesdRit the bounds of the Approach Ellipsoid (AE)
and remain outside for at least 24 hours afteatitet maneuver initiation.

6. The GN&C subsystem shall maintain a trajectory teatains at least 1.829 m away from any ISS element

other than the SSRMS, during free-flight operations

A. Activeand Passive Abort Overview
Two types of aborts are used throughout the Cygmasgimity operations trajectory: Abort Below and &b

Above (shown in Figure 9). The Abort Below is aefikdelta-v command opposing the velocity of the rygy
which will cause the Cygnus to follow a trajectdiat drifts below and ahead of the ISS. This abgre is used
anytime an abort is commanded before the Cygnusdahed the initial approach phase, including4then and

1.4 km coelliptics. The Abort above command isxdi delta-v maneuver in the direction of the velowgiith a

sufficient radial component away from the ISS t@mgutee an initially positive opening rate (seaiiregnent 4).
The Abort Above abort type will be used if an akisrtequired during final approach or during aeatr The abort

types were designed to minimize required delta-itensitill satisfying the key driving requirementsthe presence
of substantial implementation error.

-1.5 -1.5

-1 1
0.5 _.-05
S~ wv
E ~
< 0 > £
2 Abort Dv _’3 L
<05 & 0.50

Abort DV
1 1
1.5 1.5
15 1 05 0 05 -1 -15 15 1 05 0 -05 -1 -15
V-bar (m/s) V-bar (m/s)

Figure9 Abort Below Delta-v (left) and Abort Above Delta-v (right)

B. Safe Corridor Monitoring (SCM) for Abort

Aborts can be triggered by direct operator intetienor by the automatic onboard system. The automa
onboard system will trigger an abort in order teyent the Cygnus from entering a region in whids o longer
safe to perform an abort. Thus, a safe corridateifined in which an abort can be safely triggei®alfe corridor
monitoring takes place onboard Cygnus to deterrtiinethe vehicle is still within the safe corriddihe nominal
proximity operations rendezvous and ascent prbfile been divided into phases and each phase hasssgned a
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set of thresholds within which an abort maneuvegusaranteed to meet the key driving requirementsafmrt
maneuvers. These thresholds are defined as coroestraints on combinations of vehicle states. Tmgstf a
vehicle lies within the safe corridor is performiegl evaluating a matrix inequality representing tfaée corridor
constraint on the current state of the vehicle.

C. Choosing Abort Parameters

Designing safe corridors is accomplished by cregtinvide margin around the anticipated trajectéspetsions.
An example of a safe corridor is shown in Figure [h0this figure, the blue lines show trajectorflesvn during a
series of 1000 Monte Carlo Simulations. Safe corgdare chosen to constrain the following qualities

1. Position Constraints
2. Velocity Constraints
3. Differential Semi-major Axis Constraints

Position and velocity constraints created indepetigevould be insufficient to guarantee a safe iclmr around
anticipated dispersions. To couple position andaigl constraints, differential semi-major axisalso constrained.
Because differential semi-major axis is directliated to free drift rate, this approach allows tlhepersions to be
encompassed with margin while still guaranteeingriabafety. After establishing safe corridors thatround the
dispersions, those corridors are widened iterativgitil they reach the limits of safety. This presds repeated
independently for each constraint direction.

The safe corridor thresholds are tested by evalgdtigh fidelity propagation of abort maneuvers dueted
from the threshold boundaries and verifying thaulteésy trajectories satisfied the abort requirersemt addition,
these corridors are propagated as polytopes ubmdCW equations (see Figure 11) through the MPiwsoé
packag®’ and those polytopes are tested for requiremetutions.

D. Abort Trajectory Verification
A Linear Covariance (LinCov) tool was used to perfaa preliminary design of the rendezvous, appraauh
departure. Subsequent detailed design of the taajewas performed using both the LinCov tool arfdgh-fidelity

6-Degree-Of-Freedom (6-DOF) simulation tool. Fitrajectory design verification was performed witle t6-DOF
simulation via Monte-Carlo analysis.
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Figure 10 Safe Abort Threshold for Trajectory between ADV3 and ADV4
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Figure 11 Propagation of ADV3-to-ADV4 Threshold using CW Equations

(Green represents 3 minuteintervals, bluerepresents 10 minute intervals)

1. Linear Covariance Analysis

The Lincov tool was used to analyze the effectafigation errors and control errors on the ovdralectory for
the Cygnus vehicle. The trajectory design was etelli in terms of the navigation dispersions angedtary
dispersions. The Lincov tool computes these dispessusing linear covariance analysis techniques ams to
reproduce the same statistical information thadralimear closed-loop 6-DOF simulation would proeuc

Navigation errors or dispersions are the differanbetween the actual state and the estimated ctattee
Cygnus vehicle and the LinCov tool characterizes @ll the navigation system, with the sensors deitilized, is
able to determine the current state. Trajectorgreror dispersions are the differences betweerathenl state and
the nominal or desired state of the Cygnus vehicleCov provides for a variety of guidance and tdigg
capabilities in order to perform rendezvous maneiemd a sequence of maneuvers can be determiuethem
appropriately analyzed.

The trajectory dispersions are influenced by theppsed navigation system and the control systemviared
versa. In other words a trajectory can be desighetdwill drive the requirements for the navigatisystem and
control system. Alternatively, established navigatsystem and control system capabilities can dhieedesign of
the trajectory. The LinCov tool provided a desigmd aanalysis environment where navigation systenmtrob
system and trajectory analysis trades could beopedd quickly. The LinCov tool was used in this manto
support early system level trades for the sele€ygghus navigation sensors and thruster layout eanlys

The LinCov tool was also used to design and anabfzert maneuvers with respect to the Key Driving
Requirements (KDRs), which were previously sumneatizAt the conclusion of the preliminary design sgha
LinCov provided preliminary verification of the jegtory design against an assumed performanceeofefative
navigation system and control system. This assupgtbrmance for the relative navigation system aaditrol
system became the performance requirements thatethBve navigation system and control system e
designed to meet. The subsequent detailed destgrntyaevaluated the designed relative navigatigetem and
control system for the nominal and contingency QGygrvehicle trajectories using the high-fidelity ©P
simulation environment. The simulation results wiren converted into three sigma dispersions amtpeoed to
LinCov.

The LinCov tool was used to perform the designhmfratrajectories. As previously described, an abtvategy
was developed that called for an ‘Abort Below’ prio the Cygnus vehicle arriving at the 250 m HBlint (HP)
and receiving authorization to enter the KOS anthlort Above’ beyond this point.

There were two stages to overall abort maneuvefication. The first stage was the verification the abort
strategy at various points along the designed eafar trajectory. The second stage was the veiditalf the abort
thresholds from which an abort is triggered.

2. Abort Strategy Verification
A simple ‘canned’ abort maneuver for both an ‘AbBelow’ and an ‘Abort Above’ was selected for siioity.
The ‘Abort Below’ strategy imparts a retrogradeelecation to the Cygnus vehicle that causes théheto drop
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below and drift in front of ISS. The ‘Abort Abovsetrategy imparts a posigrade acceleration wittgaifitant radial
component to the Cygnus vehicle that causes thieleeto initially move in front and above ISS anidimately to
drift behind ISS.

The ‘Abort Below’ trajectories at key points alotige nominal trajectory leading up to the 250 m k& shown
in Figure 12, Figure 13, and Figure 14. These @gutlustrate how several of the KDRs were verifigdthese
examples, the Cygnus vehicle must be prevented &atering the KOS, must leave the AE within 90 nsyand
must remain outside the AE for 24 hours. ‘Zoomedt plots not illustrated here illustrate the trageyg behavior
over 24 hours and the verification of this requiesmn
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Figure 12 Abort Below Trajectory after ADV3 Maneuver Execution
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Figure 13 Abort Below Trajectory after ADV4 Maneuver Execution
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Figure 14 Abort Below Trajectory Prior to 250 m Station-K eeping

After analyzing the resultant free-drift trajecemiand range-rate profiles associated with exegw@im ‘Abort
Above’ at various locations along the trajectorty,wias found that there were two abort scenario$ Were
especially critical. The first scenario is immedigtfollowing station-keeping at the 250 m HP ahe second
scenario is when the Cygnus vehicle is at or rfreacapture location in very close proximity to tB&.

The ‘Abort Above’ trajectories for these two sceasrare shown in Figure 15 and Figure 16. Figufe 1
illustrates a ‘Zoomed’ out plot to illustrate thrajectory behavior over the long term. Figure lListrates the range-
rate of the Cygnus vehicle as it executes the abarteuver and exits the KOS and AE. These figliestriate how
several of the KDRs were verified. In these exasiplee Cygnus vehicle must establish and maintgositive
opening rate, must leave the AE within 90 minuéeg] must remain outside the AE for 24 hours
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Figure 15 Abort Above Trajectory Immediately Following 250 m Station-K eeping
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Figure 17 Abort Above Trajectory Immediately Following 250 m Station-K eeping (Zoom Out)
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Figure 18 Abort Above Range-Rate Immediately Following 250 m Station-K eeping

E. Abort Trajectory Verification
Abort thresholds are intended to define the reginnghich it is safe to perform abort maneuver asla result,
where the Cygnus vehicle must remain at all tinflean abort maneuver is executed within appropiyatefined
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abort regions, the resulting abort trajectory wilket the previously summarized KDRs. Abort thrédhare

described as constraints on the Cygnus state veléti the ISS. These constraints represent rastrcton the

relative position, the relative velocity, and tledative semi-major axis of the two vehicles. Therélkthresholds are
defined for specific regions of the rendezvous approach profile.

Figure 10 illustrates abort thresholds for theetrigry region between ADV3 and ADV4. The green sisahat
envelope the trajectory represents the abort tbtdston relative position, relative velocity andhtere semi-major
axis. The blue lines represent nominal trajectaspersions for relative position, relative velodiyd relative semi-
major axis.

Verification of the abort threshold design was aapltished by initially sampling the initial conditis on the
boundary of the threshold (in relative positioratiee velocity, and relative semi-major axis), bjpg the abort
maneuver according to the abort strategy, and pnepagating the resulting trajectory in the preseoftdrag and
other high-order effects. Clearly, this techniqueuld require a significant amount of effort to ¥erall possible
initial conditions and therefore a separate veatfan technique was developed.

A more exhaustive verification technique was appbg considering the set of valid states to bexedfipolytope
defined in a frame relative to the ISS and thempagating the polytope after applying the abort rm&eeaccording
to the abort strategy. The polytope propagationurap the execution of an abort maneuver fromadkgble initial
conditions. This method of polytope propagatiomasparable to the approach used by ATV to validafety in
the presence of an abort maneuver with procese nois

Figure 19 shows the 24 hour propagation for a nunolbenitial conditions sampled for the abort threkd
boundaries for the trajectory region between ADUY3ADV4. Figure 11 shows the short term propagatbthe
polytope region that represents the post-abort maareexecution state at the abort threshold boueslarhe early
portion of Figure 19 lies entirely within the padyte region establishing the validity of this apptoa

Rbar (km)

200 150 100 50 0
Vbar (km)

Figure 19 Day-long Propagation of Abort Maneuver Execution for ADV3to ADV4 Threshold Boundary

V. Conclusions

The Cygnus vehicle employs several applicationfaolt management to meet the ISS visiting vehielfety
requirements for free-drift, safe abort, and minmmeeparation distances. During the approach amdemyous
mission phases, the IMU, LIDAR and GPS sensor nreasents are independently screened by integrityitormg
routines. By comparing redundant measurementsetheutines detect and isolate faulty sensor systémareby
preventing corrupt measurements entering the naeigdilter and ensuring sufficient navigation statccuracy to
perform an abort. The abort monitoring corridatiiaes the fault tolerant navigation state to anstmously trigger
an abort before safety requirements are violatédgether the sensor fault management routines lamdalbort
monitoring corridors guarantee that the Cygnusiisags capable of performing a safe abort. The abortidors
and the sensor fault management routines are eerifsing Monte-Carlo simulations with realistictdibances.
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The abort corridors performance is also validatsthgl linear covariance analysis and a polytope ggafion
method.
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