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“Foundation Model Paradigm”

1. Train a large model on a lot of data in an unsupervised way

2. Specialize this model for specific task(s)

Pretraining

Fine-tuning

Vision: CLIP

Language: LLAMA, Mistral, Gemma, etc.

Expensive, hard to re-create, broadly performant



Pre-trained Models are Valuable

Source: Nie et. al., “Large language diffusion models”

(expensive) pre-training
yields broadly performant
models …

The same, “frozen” model 
(no specialization) has great 
zero shot or few shot 
performance on a range of tasks. 



Eg: Gemma



Eg: DeepSeek



Forgetting

What happens to these models when they are fine-tuned ?

1. They improve on the task / domain they are fine tuned on

2. They degrade on everything else they were originally measured on

Source: Chen et. Al. “MoFO: Momentum-Filtered Optimizer for Mitigating Forgetting in LLM 
Finetuning”

e.g. LLAMA-2-7B
finetuned on 
MathQA



Data-oblivious Setting

Typically, we do not know how pretraining was done

- Dataset not public, or even if public too cumbersome

- Precise description of training choices not always available

Q: How do we mitigate forgetting when we only have 
     access to the model, but not to the data + methodology 
     used to train it ?



Notation

<latexit sha1_base64="VKL6DIm0px2E6CenQO0MsUfaj24=">AAAB73icbVBNS8NAEJ34WetX1aOXxSKIh5KIVI9FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKV2l0ccqS9816p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezeyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMn2e9IXmDOXYEsq0sLcSNqSaMrQRFW0I3uLLy6R5UfGqler9Zbl2k8dRgGM4gTPw4ApqcAd1aAADCc/wCm/Oo/PivDsf89YVJ585gj9wPn8Axl2P0A==</latexit>

ω→

<latexit sha1_base64="8Ctg6kCmkrSZSPNiUL46k42ipFc=">AAAB7nicbVBNS8NAEN3Ur1q/qh69LBbBU0lEqseiF48V7Ae0oWy2k3bpZhN2J0IJ/RFePCji1d/jzX/jps1Bqw8GHu/NMDMvSKQw6LpfTmltfWNzq7xd2dnd2z+oHh51TJxqDm0ey1j3AmZACgVtFCihl2hgUSChG0xvc7/7CNqIWD3gLAE/YmMlQsEZWqk7wAkgqwyrNbfuLkD/Eq8gNVKgNax+DkYxTyNQyCUzpu+5CfoZ0yi4hHllkBpIGJ+yMfQtVSwC42eLc+f0zCojGsbalkK6UH9OZCwyZhYFtjNiODGrXi7+5/VTDK/9TKgkRVB8uShMJcWY5r/TkdDAUc4sYVwLeyvlE6YZR5tQHoK3+vJf0rmoe4164/6y1rwp4iiTE3JKzolHrkiT3JEWaRNOpuSJvJBXJ3GenTfnfdlacoqZY/ILzsc33hGPRw==</latexit>

ω
<latexit sha1_base64="uSle2gS7NwkaOnuC7jrMA69uPxQ=">AAAB8nicbVBNS8NAEN34WetX1aOXxSLUS0lEqseiF48V7AekoWy2k3bpJht2J0Ip/RlePCji1V/jzX/jts1BWx8MPN6bYWZemEph0HW/nbX1jc2t7cJOcXdv/+CwdHTcMirTHJpcSaU7ITMgRQJNFCihk2pgcSihHY7uZn77CbQRKnnEcQpBzAaJiARnaCU/6olKF4eA7KJXKrtVdw66SryclEmORq/01e0rnsWQIJfMGN9zUwwmTKPgEqbFbmYgZXzEBuBbmrAYTDCZnzyl51bp00hpWwnSufp7YsJiY8ZxaDtjhkOz7M3E/zw/w+gmmIgkzRASvlgUZZKiorP/aV9o4CjHljCuhb2V8iHTjKNNqWhD8JZfXiWty6pXq9Yersr12zyOAjklZ6RCPHJN6uSeNEiTcKLIM3klbw46L86787FoXXPymRPyB87nD7MRkOQ=</latexit>

fi(ω)

Weights of the model

Loss function of the ith finetuning sample

Weights of the pre-trained model

Standard fine-tuning

starting from
<latexit sha1_base64="VKL6DIm0px2E6CenQO0MsUfaj24=">AAAB73icbVBNS8NAEJ34WetX1aOXxSKIh5KIVI9FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKV2l0ccqS9816p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezeyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMn2e9IXmDOXYEsq0sLcSNqSaMrQRFW0I3uLLy6R5UfGqler9Zbl2k8dRgGM4gTPw4ApqcAd1aAADCc/wCm/Oo/PivDsf89YVJ585gj9wPn8Axl2P0A==</latexit>

ω→

<latexit sha1_base64="jS4tFlpTWZxGnXv/XeYK45caetk=">AAACFnicbVBNSwMxFMzW7/q16tFLsAj1YNkVqR5FL55EwarQXZZsmrWhSXZJ3gplqX/Ci3/FiwdFvIo3/41puwetDgSGmXm8vIkzwQ143pdTmZqemZ2bX6guLi2vrLpr61cmzTVlLZqKVN/ExDDBFWsBB8FuMs2IjAW7jnsnQ//6jmnDU3UJ/YyFktwqnnBKwEqRuxtIrqIAugwIvsdBogkt/EFxNsCByWXEMU4iXh8HdiK35jW8EfBf4pekhkqcR+5n0ElpLpkCKogxbd/LICyIBk4FG1SD3LCM0B65ZW1LFZHMhMXorAHetkoHJ6m2TwEeqT8nCiKN6cvYJiWBrpn0huJ/XjuH5DAsuMpyYIqOFyW5wJDiYUe4wzWjIPqWEKq5/SumXWKbAdtk1ZbgT578l1ztNfxmo3mxXzs6LuuYR5toC9WRjw7QETpF56iFKHpAT+gFvTqPzrPz5ryPoxWnnNlAv+B8fANTf57Y</latexit>

min
ω

1

N

∑

i

fi(ω)



Approach 1: Regularize (              )

Penalize deviation from pretrained model parameters during fine-tuning

<latexit sha1_base64="Q0HhPY3G1RMn2QQEGPxeT8HfxDU=">AAAB/HicbVBNS8NAEN3Ur1q/oj16CRbBiyUpUj0WvXisYD+gLWGznbRLN5uwOxFLqH/FiwdFvPpDvPlv3H4ctPXBwOO9GWbmBYngGl3328qtrW9sbuW3Czu7e/sH9uFRU8epYtBgsYhVO6AaBJfQQI4C2okCGgUCWsHoZuq3HkBpHst7HCfQi+hA8pAzikby7WIXhPAr51kX4REzBYPJxLdLbtmdwVkl3oKUyAJ13/7q9mOWRiCRCap1x3MT7GVUIWcCJoVuqiGhbEQH0DFU0gh0L5sdP3FOjdJ3wliZkujM1N8TGY20HkeB6YwoDvWyNxX/8zophle9jMskRZBsvihMhYOxM03C6XMFDMXYEMoUN7c6bEgVZWjyKpgQvOWXV0mzUvaq5erdRal2vYgjT47JCTkjHrkkNXJL6qRBGBmTZ/JK3qwn68V6tz7mrTlrMVMkf2B9/gAerpUa</latexit>

ω2 → reg

<latexit sha1_base64="HpeSuiIIzo4FnwNou3YznFmjLbU=">AAACNnicbVBNSwMxFMz6bf1a9eglWISqWHaLqEfRixdFwarQrUs2zdpgkl2St0JZ65/y4u/w5sWDIl79CabtHrQ6EBhm5vHyJkoFN+B5L87I6Nj4xOTUdGlmdm5+wV1cujBJpimr00Qk+ioihgmuWB04CHaVakZkJNhldHvY8y/vmDY8UefQSVlTkhvFY04JWCl0jwPJVRhAmwHBDziINaG5381PujgwmQw5xnHIK4PAuk1s9lL3xcAWHpBwI7gPa9e10C17Va8P/Jf4BSmjAqeh+xy0EppJpoAKYkzD91Jo5kQDp4J1S0FmWEroLblhDUsVkcw08/7ZXbxmlRaOE22fAtxXf07kRBrTkZFNSgJtM+z1xP+8RgbxXjPnKs2AKTpYFGcCQ4J7HeIW14yC6FhCqOb2r5i2iW0ObNMlW4I/fPJfclGr+jvVnbPt8v5BUccUWkGrqIJ8tIv20RE6RXVE0SN6QW/o3XlyXp0P53MQHXGKmWX0C87XN09Bqmo=</latexit>

min
ω

1

N

∑

i

fi(ω) + →ω ↑ ω→→22



Approach 2: Do not finetune everything

In each iteration, finds the parameters with the biggest momentum term
and updates those



Approach 3: PEFT (            )
<latexit sha1_base64="NyMGRbn0jnBK7lMsHWbAo6dztRw=">AAAB63icbVA9T8MwEL2Ur1K+CowsFhUSU5V0KIwFFgaGguiH1EaV4zqtVduJbAepivoXWBhAiJU/xMa/wWkzQMuTTnp6705394KYM21c99sprK1vbG4Vt0s7u3v7B+XDo7aOEkVoi0Q8Ut0Aa8qZpC3DDKfdWFEsAk47weQm8ztPVGkWyUczjakv8EiykBFsMukuergalCtu1Z0DrRIvJxXI0RyUv/rDiCSCSkM41rrnubHxU6wMI5zOSv1E0xiTCR7RnqUSC6r9dH7rDJ1ZZYjCSNmSBs3V3xMpFlpPRWA7BTZjvexl4n9eLzHhpZ8yGSeGSrJYFCYcmQhlj6MhU5QYPrUEE8XsrYiMscLE2HhKNgRv+eVV0q5VvXq1fl+rNK7zOIpwAqdwDh5cQANuoQktIDCGZ3iFN0c4L86787FoLTj5zDH8gfP5A55njfk=</latexit>

LoRA

Title says it all …

<latexit sha1_base64="+j8vAwFIcX+/f60z0tyVrhA6oBE=">AAACM3icbVDLSgMxFM34tr6qLt0Ei+ADyoxIdSm6ERdSwWqhU4ZMmrGhSWZI7ghlGL/JjT/iQhAXirj1H0zbWWj1QOBwzrnc3BMmghtw3RdnYnJqemZ2br60sLi0vFJeXbs2caopa9BYxLoZEsMEV6wBHARrJpoRGQp2E/ZOB/7NHdOGx+oK+glrS3KreMQpASsF5XNfchVkPnQZkCAzkgiR5/ge+5EmNPPy7CLHvkllwDGOAr79O4n3cCHs7gTlilt1h8B/iVeQCipQD8pPfiemqWQKqCDGtDw3gXZGNHAqWF7yU8MSQnvklrUsVUQy086GN+d4yyodHMXaPgV4qP6cyIg0pi9Dm5QEumbcG4j/ea0UoqN2xlWSAlN0tChKBYYYDwrEHa4ZBdG3hFDN7V8x7RJbFtiaS7YEb/zkv+R6v+rVqrXLg8rxSVHHHNpAm2gbeegQHaMzVEcNRNEDekZv6N15dF6dD+dzFJ1wipl19AvO1zdC/Ks4</latexit>

min
ωsmall

1

N

∑

i

fi(ωsmall + ω→)



Approach 4: Weight ensemble (           )<latexit sha1_base64="hLiGKY8xmm2y6PcmY+2+iw9Uszo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BIvgxZL0UD0WBfFYoW0KbSib7aRdutmE3Y1QQn+EFw+KePX3ePPfuG1z0NYHA4/3ZpiZFyScKe0431ZhY3Nre6e4W9rbPzg8Kh+fdFScSoptGvNYdgOikDOBbc00x24ikUQBRy+Y3M197wmlYrFo6WmCfkRGgoWMEm0kz2MKr+5bg3LFqToL2OvEzUkFcjQH5a/+MKZphEJTTpTquU6i/YxIzSjHWamfKkwInZAR9gwVJELlZ4tzZ/aFUYZ2GEtTQtsL9fdERiKlplFgOiOix2rVm4v/eb1Uhzd+xkSSahR0uShMua1je/67PWQSqeZTQwiVzNxq0zGRhGqTUMmE4K6+vE46tapbr9Yfa5XGbR5HEc7gHC7BhWtowAM0oQ0UJvAMr/BmJdaL9W59LFsLVj5zCn9gff4AsKuPKA==</latexit>

Wise-FT

First finetune normally, then average the weights of final and pretrained

starting from
<latexit sha1_base64="VKL6DIm0px2E6CenQO0MsUfaj24=">AAAB73icbVBNS8NAEJ34WetX1aOXxSKIh5KIVI9FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKV2l0ccqS9816p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezeyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMn2e9IXmDOXYEsq0sLcSNqSaMrQRFW0I3uLLy6R5UfGqler9Zbl2k8dRgGM4gTPw4ApqcAd1aAADCc/wCm/Oo/PivDsf89YVJ585gj9wPn8Axl2P0A==</latexit>

ω→

<latexit sha1_base64="jS4tFlpTWZxGnXv/XeYK45caetk=">AAACFnicbVBNSwMxFMzW7/q16tFLsAj1YNkVqR5FL55EwarQXZZsmrWhSXZJ3gplqX/Ci3/FiwdFvIo3/41puwetDgSGmXm8vIkzwQ143pdTmZqemZ2bX6guLi2vrLpr61cmzTVlLZqKVN/ExDDBFWsBB8FuMs2IjAW7jnsnQ//6jmnDU3UJ/YyFktwqnnBKwEqRuxtIrqIAugwIvsdBogkt/EFxNsCByWXEMU4iXh8HdiK35jW8EfBf4pekhkqcR+5n0ElpLpkCKogxbd/LICyIBk4FG1SD3LCM0B65ZW1LFZHMhMXorAHetkoHJ6m2TwEeqT8nCiKN6cvYJiWBrpn0huJ/XjuH5DAsuMpyYIqOFyW5wJDiYUe4wzWjIPqWEKq5/SumXWKbAdtk1ZbgT578l1ztNfxmo3mxXzs6LuuYR5toC9WRjw7QETpF56iFKHpAT+gFvTqPzrPz5ryPoxWnnNlAv+B8fANTf57Y</latexit>

min
ω

1

N

∑

i

fi(ω)
<latexit sha1_base64="QML9BvLoYIeGfw6AOIv0rGhDGyo=">AAAB/nicbVDJSgNBEO1xjXEbFU9eGoPgKcyIRI9BLx4jmAWSYejp1CRNeha6a5QwRPwVLx4U8ep3ePNv7CwHTXxQ8Hiviqp6QSqFRsf5tpaWV1bX1gsbxc2t7Z1de2+/oZNMcajzRCaqFTANUsRQR4ESWqkCFgUSmsHgeuw370FpkcR3OEzBi1gvFqHgDI3k24cd7AMy36WPtCMhRKZU8uDbJafsTEAXiTsjJTJDzbe/Ot2EZxHEyCXTuu06KXo5Uyi4hFGxk2lIGR+wHrQNjVkE2ssn54/oiVG6NEyUqRjpRP09kbNI62EUmM6IYV/Pe2PxP6+dYXjp5SJOM4SYTxeFmaSY0HEWtCsUcJRDQxhXwtxKeZ8pxtEkVjQhuPMvL5LGWdmtlCu356Xq1SyOAjkix+SUuOSCVMkNqZE64SQnz+SVvFlP1ov1bn1MW5es2cwB+QPr8wfoHJV6</latexit>

ω1 →
<latexit sha1_base64="y8msiAN7dJHcCdIJ1UBAAc5Q4Ps=">AAACLHicbVBdSxtBFJ1N/Wr8aKqPvgyGQmwx7BaxPoq++JhCE4UkhLuTu8mQ2dll5m5LWOL/8aV/RRAfFPG1v6OTZAua9MDAmXPOZeaeMFXSku8/eaV3K6tr6xvvy5tb2zsfKh93WzbJjMCmSFRirkOwqKTGJklSeJ0ahDhUeBWOLqb+1U80Vib6B41T7MYw0DKSAshJvcpFh4ZI0MsjqUFN+A3vKIwIjEl+TS+g0iHwIhTwL7wWHM3Fw3/q516l6tf9GfgyCQpSZQUavcp9p5+ILEZNQoG17cBPqZuDISkUTsqdzGIKYgQDbDuqIUbbzWfLTvgnp/R5lBh3NPGZ+noih9jacRy6ZAw0tIveVPyf184oOu3mUqcZoRbzh6JMcUr4tDnelwYFqbEjIIx0f+ViCAYEuX7LroRgceVl0vpaD07qJ9+Pq2fnRR0bbJ8dsBoL2Dd2xi5ZgzWZYLfsjj2yJ++39+A9ey/zaMkrZvbYG3h//gJEa6bw</latexit>

ωfinal → εω1 + (1↑ ε)ω→



Approach 5: Ours

A new approach to mitigate forgetting

- Works for both generative and discriminative models

- Bests previous approaches (in our experiments)

- Complementary to and additive with the other approaches



Idea : Sample Weighting

At a high level, all approaches try to discourage big moves away from
<latexit sha1_base64="VKL6DIm0px2E6CenQO0MsUfaj24=">AAAB73icbVBNS8NAEJ34WetX1aOXxSKIh5KIVI9FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKV2l0ccqS9816p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezeyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMn2e9IXmDOXYEsq0sLcSNqSaMrQRFW0I3uLLy6R5UfGqler9Zbl2k8dRgGM4gTPw4ApqcAd1aAADCc/wCm/Oo/PivDsf89YVJ585gj9wPn8Axl2P0A==</latexit>

ω→

Each sample i  “causes” a move away from          of magnitude  
<latexit sha1_base64="VKL6DIm0px2E6CenQO0MsUfaj24=">AAAB73icbVBNS8NAEJ34WetX1aOXxSKIh5KIVI9FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKV2l0ccqS9816p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezeyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMn2e9IXmDOXYEsq0sLcSNqSaMrQRFW0I3uLLy6R5UfGqler9Zbl2k8dRgGM4gTPw4ApqcAd1aAADCc/wCm/Oo/PivDsf89YVJ585gj9wPn8Axl2P0A==</latexit>

ω→
<latexit sha1_base64="A+W0xJBmzJyYkxuI/pw32GNf3Iw=">AAACBHicbZC7SgNBFIZnvcZ4i1qmGQxCtAi7ItEyaGMZwVwgCcvZyWwyZHZ2mTkrhJDCxlexsVDE1oew822cXApN/GHg4z/ncOb8QSKFQdf9dlZW19Y3NjNb2e2d3b393MFh3cSpZrzGYhnrZgCGS6F4DQVK3kw0hyiQvBEMbib1xgPXRsTqHocJ70TQUyIUDNBafi7fVhBI8NvY5wg09EVxhv7ZqZ8ruCV3KroM3hwKZK6qn/tqd2OWRlwhk2BMy3MT7IxAo2CSj7Pt1PAE2AB6vGVRQcRNZzQ9YkxPrNOlYaztU0in7u+JEUTGDKPAdkaAfbNYm5j/1VophledkVBJilyx2aIwlRRjOkmEdoXmDOXQAjAt7F8p64MGhja3rA3BWzx5GernJa9cKt9dFCrX8zgyJE+OSZF45JJUyC2pkhph5JE8k1fy5jw5L8678zFrXXHmM0fkj5zPH8O5l4k=</latexit>

→ωfi(ω→)

Idea: de-prioritize the samples which cause big moves

<latexit sha1_base64="HaAC7gDR1N++an9B7mZntr3ciVk=">AAACHnicbVDLSgMxFM34tr6qLt0Ei6CbMiO+lqIblwpWhU4ZMumdNjTJDMkdoQz1R9z4K25cKCK40r8xfSy09UDgcM65yc2JMyks+v63NzU9Mzs3v7BYWlpeWV0rr2/c2DQ3HGo8lam5i5kFKTTUUKCEu8wAU7GE27hz3vdv78FYkepr7GbQUKylRSI4QydF5cNQCR2F2AZk9IGGNleRoEU4uLmIZQ49GmYiEj2aRGJ3GNyLyhW/6g9AJ0kwIhUywmVU/gybKc8VaOSSWVsP/AwbBTMouIReKcwtZIx3WAvqjmqmwDaKwRI9uuOUJk1S445GOlB/TxRMWdtVsUsqhm077vXF/7x6jslJoxA6yxE0Hz6U5JJiSvtd0aYwwFF2HWHcCLcr5W1mGEfXaMmVEIx/eZLc7FeDo+rR1UHl9GxUxwLZIttklwTkmJySC3JJaoSTR/JMXsmb9+S9eO/exzA65Y1mNskfeF8/qZui0Q==</latexit>

min
ω

∑

i

ωifi(ε)

Per-sample weight that depends on 
<latexit sha1_base64="VKL6DIm0px2E6CenQO0MsUfaj24=">AAAB73icbVBNS8NAEJ34WetX1aOXxSKIh5KIVI9FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKV2l0ccqS9816p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezeyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMn2e9IXmDOXYEsq0sLcSNqSaMrQRFW0I3uLLy6R5UfGqler9Zbl2k8dRgGM4gTPw4ApqcAd1aAADCc/wCm/Oo/PivDsf89YVJ585gj9wPn8Axl2P0A==</latexit>

ω→



Idea : Sample Weighting

Large                               
<latexit sha1_base64="A+W0xJBmzJyYkxuI/pw32GNf3Iw=">AAACBHicbZC7SgNBFIZnvcZ4i1qmGQxCtAi7ItEyaGMZwVwgCcvZyWwyZHZ2mTkrhJDCxlexsVDE1oew822cXApN/GHg4z/ncOb8QSKFQdf9dlZW19Y3NjNb2e2d3b393MFh3cSpZrzGYhnrZgCGS6F4DQVK3kw0hyiQvBEMbib1xgPXRsTqHocJ70TQUyIUDNBafi7fVhBI8NvY5wg09EVxhv7ZqZ8ruCV3KroM3hwKZK6qn/tqd2OWRlwhk2BMy3MT7IxAo2CSj7Pt1PAE2AB6vGVRQcRNZzQ9YkxPrNOlYaztU0in7u+JEUTGDKPAdkaAfbNYm5j/1VophledkVBJilyx2aIwlRRjOkmEdoXmDOXQAjAt7F8p64MGhja3rA3BWzx5GernJa9cKt9dFCrX8zgyJE+OSZF45JJUyC2pkhph5JE8k1fy5jw5L8678zFrXXHmM0fkj5zPH8O5l4k=</latexit>

→ωfi(ω→) Low
<latexit sha1_base64="k7OBm/ybXmWGK1qgsB2XftLELvg=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEpLosunFZwT6gCWEyvWmHTh7MTIQSs/BX3LhQxK2/4c6/cZpmoa0HLhzOuXfu3OMnnEllWd9GZWV1bX2julnb2t7Z3TP3D7oyTgWFDo15LPo+kcBZBB3FFId+IoCEPoeeP7mZ+b0HEJLF0b2aJuCGZBSxgFGitOSZRzhzilcyn6eQYydhHsuxZ9athlUALxO7JHVUou2ZX84wpmkIkaKcSDmwrUS5GRGKUQ55zUklJIROyAgGmkYkBOlmxeYcn2pliINY6IoULtTfExkJpZyGvu4MiRrLRW8m/ucNUhVcuRmLklRBROeLgpRjFeNZGHjIBFDFp5oQKpj+K6ZjIghVOrKaDsFePHmZdM8bdrPRvLuot67LOKroGJ2gM2SjS9RCt6iNOoiiR/SMXtGb8WS8GO/Gx7y1YpQzh+gPjM8f2S2WAg==</latexit>ωi

Issue: calculating gradients is compute and memory intensive, so instead 

Large                               Low
<latexit sha1_base64="k7OBm/ybXmWGK1qgsB2XftLELvg=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEpLosunFZwT6gCWEyvWmHTh7MTIQSs/BX3LhQxK2/4c6/cZpmoa0HLhzOuXfu3OMnnEllWd9GZWV1bX2julnb2t7Z3TP3D7oyTgWFDo15LPo+kcBZBB3FFId+IoCEPoeeP7mZ+b0HEJLF0b2aJuCGZBSxgFGitOSZRzhzilcyn6eQYydhHsuxZ9athlUALxO7JHVUou2ZX84wpmkIkaKcSDmwrUS5GRGKUQ55zUklJIROyAgGmkYkBOlmxeYcn2pliINY6IoULtTfExkJpZyGvu4MiRrLRW8m/ucNUhVcuRmLklRBROeLgpRjFeNZGHjIBFDFp5oQKpj+K6ZjIghVOrKaDsFePHmZdM8bdrPRvLuot67LOKroGJ2gM2SjS9RCt6iNOoiiR/SMXtGb8WS8GO/Gx7y1YpQzh+gPjM8f2S2WAg==</latexit>ωi

<latexit sha1_base64="qSfQt3Nv7r/9+Z86nbdMAU4fH0c=">AAAB9HicbVDLSgNBEOyNrxhfUY9eBoMQPYRdkegx6MVjBPOAZFlmJ7PJkNmHM72BEPIdXjwo4tWP8ebfOEn2oIkFDUVVN91dfiKFRtv+tnJr6xubW/ntws7u3v5B8fCoqeNUMd5gsYxV26eaSxHxBgqUvJ0oTkNf8pY/vJv5rRFXWsTRI44T7oa0H4lAMIpGcgNPlLs44Ei9i3OvWLIr9hxklTgZKUGGulf86vZiloY8Qiap1h3HTtCdUIWCST4tdFPNE8qGtM87hkY05NqdzI+ekjOj9EgQK1MRkrn6e2JCQ63HoW86Q4oDvezNxP+8TorBjTsRUZIij9hiUZBKgjGZJUB6QnGGcmwIZUqYWwkbUEUZmpwKJgRn+eVV0rysONVK9eGqVLvN4sjDCZxCGRy4hhrcQx0awOAJnuEV3qyR9WK9Wx+L1pyVzRzDH1ifP9UukYE=</latexit>

fi(ω→)

1. For each sample find its weight based on it’s loss in the pretrained model

2. Solve weighted loss



Determining <latexit sha1_base64="k7OBm/ybXmWGK1qgsB2XftLELvg=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEpLosunFZwT6gCWEyvWmHTh7MTIQSs/BX3LhQxK2/4c6/cZpmoa0HLhzOuXfu3OMnnEllWd9GZWV1bX2julnb2t7Z3TP3D7oyTgWFDo15LPo+kcBZBB3FFId+IoCEPoeeP7mZ+b0HEJLF0b2aJuCGZBSxgFGitOSZRzhzilcyn6eQYydhHsuxZ9athlUALxO7JHVUou2ZX84wpmkIkaKcSDmwrUS5GRGKUQ55zUklJIROyAgGmkYkBOlmxeYcn2pliINY6IoULtTfExkJpZyGvu4MiRrLRW8m/ucNUhVcuRmLklRBROeLgpRjFeNZGHjIBFDFp5oQKpj+K6ZjIghVOrKaDsFePHmZdM8bdrPRvLuot67LOKroGJ2gM2SjS9RCt6iNOoiiR/SMXtGb8WS8GO/Gx7y1YpQzh+gPjM8f2S2WAg==</latexit>ωi

Two requirements:

1. For all                such that                                    we should have

2. The distribution        should be spread out

<latexit sha1_base64="UNYqenkn4LJ7cB3+6uQ06QHDHnI=">AAAB73icbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4xkUcCGzI79MLI7OwyM2tCCD/hxYPGePV3vPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCooeNUMayzWMSqFVCNgkusG24EthKFNAoENoPh7cxvPqHSPJYPZpygH9G+5CFn1FipxUlH4og8doslt+zOQVaJl5ESZKh1i1+dXszSCKVhgmrd9tzE+BOqDGcCp4VOqjGhbEj72LZU0gi1P5nfOyVnVumRMFa2pCFz9ffEhEZaj6PAdkbUDPSyNxP/89qpCa/9CZdJalCyxaIwFcTEZPY86XGFzIixJZQpbm8lbEAVZcZGVLAheMsvr5LGRdmrlCv3l6XqTRZHHk7gFM7Bgyuowh3UoA4MBDzDK7w5I+fFeXc+Fq05J5s5hj9wPn8AVzyPiA==</latexit>

i →= j
<latexit sha1_base64="wJ4rdcgWEe6eMitydH++7YSnz2s=">AAACCXicbZC7SgNBFIZn4y3GW9TSZjAI0SLsikTLoI1lBHOBJCyzk7PJ6OzFmbNCCGltfBUbC0VsfQM738ZJsqAm/jDw851zOHN+L5ZCo21/WZmFxaXllexqbm19Y3Mrv71T11GiONR4JCPV9JgGKUKooUAJzVgBCzwJDe/2Ylxv3IPSIgqvcRBDJ2C9UPiCMzTIzVPfFcU29gGZe3RI2z24M+jmB7n5gl2yJ6LzxklNgaSquvnPdjfiSQAhcsm0bjl2jJ0hUyi4hFGunWiIGb9lPWgZG7IAdGc4uWREDwzpUj9S5oVIJ/T3xJAFWg8Cz3QGDPt6tjaG/9VaCfpnnaEI4wQh5NNFfiIpRnQcC+0KBRzlwBjGlTB/pbzPFONowsuZEJzZk+dN/bjklEvlq5NC5TyNI0v2yD4pEoeckgq5JFVSI5w8kCfyQl6tR+vZerPep60ZK53ZJX9kfXwDNWqYxA==</latexit>

fi(ω→) → fj(ω→)
<latexit sha1_base64="lxk7MiVNCOcn2Txo1+bVSEyOZnY=">AAAB+XicbZDLSsNAFIZP6q3WW9Slm8EiuCqJSHVZdOOygr1AG8JkOmnHTiZxZlIooW/ixoUibn0Td76NkzYLbf1h4OM/53DO/EHCmdKO822V1tY3NrfK25Wd3b39A/vwqK3iVBLaIjGPZTfAinImaEszzWk3kRRHAaedYHyb1zsTKhWLxYOeJtSL8FCwkBGsjeXbdj9hPkN9Tp9Qjo++XXVqzlxoFdwCqlCo6dtf/UFM0ogKTThWquc6ifYyLDUjnM4q/VTRBJMxHtKeQYEjqrxsfvkMnRlngMJYmic0mru/JzIcKTWNAtMZYT1Sy7Xc/K/WS3V47WVMJKmmgiwWhSlHOkZ5DGjAJCWaTw1gIpm5FZERlphoE1bFhOAuf3kV2hc1t16r319WGzdFHGU4gVM4BxeuoAF30IQWEJjAM7zCm5VZL9a79bFoLVnFzDH8kfX5A98cky8=</latexit>

ωi → ωj

<latexit sha1_base64="PL4vN2uVc0n2AYBfurG3YPbvIoQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh14i+uWKW3XnIKvEy0kFcjT65a/eIGZpxBUySY3pem6CfkY1Cib5tNRLDU8oG9Mh71qqaMSNn81PnZIzqwxIGGtbCslc/T2R0ciYSRTYzojiyCx7M/E/r5tieO1nQiUpcsUWi8JUEozJ7G8yEJozlBNLKNPC3krYiGrK0KZTsiF4yy+vktZF1atVa/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBTT43Y</latexit>ω

Both requirements can be met by entropic regularization

<latexit sha1_base64="/aNImzSfgC6UsnrU0gW3YV0MV9s=">AAACPXicbZBLSwMxFIUz9V1fVZdugkXwRZkRqS5FNy4rtCp0ypBJM21okhmSO0IZ6g9z439w586NC0XcujVtZ6GtFwIf557LzT1hIrgB131xCjOzc/MLi0vF5ZXVtfXSxuaNiVNNWYPGItZ3ITFMcMUawEGwu0QzIkPBbsPe5bB/e8+04bGqQz9hLUk6ikecErBSUKr7kqsg8xM+wA/YN6kMOPaPsBXGEAV8z4cuAxIc7FvL4dAGJB2ZcvvYK+JOjkGp7FbcUeFp8HIoo7xqQenZb8c0lUwBFcSYpucm0MqIBk4FGxT91LCE0B7psKZFRSQzrWx0/QDvWqWNo1jbpwCP1N8TGZHG9GVonZJA10z2huJ/vWYK0Vkr4ypJgSk6XhSlAkOMh1HiNteMguhbIFRz+1dMu0QTCjbwog3Bmzx5Gm6OK161Ur0+KZ9f5HEsom20g/aQh07RObpCNdRAFD2iV/SOPpwn5835dL7G1oKTz2yhP+V8/wDxlKwO</latexit>

min
ω

∑

i

ωi fi(ε→) + ϑ
∑

i

ωi log ωi

Spreads       out 
<latexit sha1_base64="PL4vN2uVc0n2AYBfurG3YPbvIoQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh14i+uWKW3XnIKvEy0kFcjT65a/eIGZpxBUySY3pem6CfkY1Cib5tNRLDU8oG9Mh71qqaMSNn81PnZIzqwxIGGtbCslc/T2R0ciYSRTYzojiyCx7M/E/r5tieO1nQiUpcsUWi8JUEozJ7G8yEJozlBNLKNPC3krYiGrK0KZTsiF4yy+vktZF1atVa/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBTT43Y</latexit>ωWeighted

pretrain loss



Determining <latexit sha1_base64="k7OBm/ybXmWGK1qgsB2XftLELvg=">AAAB/3icbVDLSsNAFJ3UV62vqODGzWARXJVEpLosunFZwT6gCWEyvWmHTh7MTIQSs/BX3LhQxK2/4c6/cZpmoa0HLhzOuXfu3OMnnEllWd9GZWV1bX2julnb2t7Z3TP3D7oyTgWFDo15LPo+kcBZBB3FFId+IoCEPoeeP7mZ+b0HEJLF0b2aJuCGZBSxgFGitOSZRzhzilcyn6eQYydhHsuxZ9athlUALxO7JHVUou2ZX84wpmkIkaKcSDmwrUS5GRGKUQ55zUklJIROyAgGmkYkBOlmxeYcn2pliINY6IoULtTfExkJpZyGvu4MiRrLRW8m/ucNUhVcuRmLklRBROeLgpRjFeNZGHjIBFDFp5oQKpj+K6ZjIghVOrKaDsFePHmZdM8bdrPRvLuot67LOKroGJ2gM2SjS9RCt6iNOoiiR/SMXtGb8WS8GO/Gx7y1YpQzh+gPjM8f2S2WAg==</latexit>ωi

The optimal        that solves this entropic regularization objective is 
<latexit sha1_base64="PL4vN2uVc0n2AYBfurG3YPbvIoQ=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilh14i+uWKW3XnIKvEy0kFcjT65a/eIGZpxBUySY3pem6CfkY1Cib5tNRLDU8oG9Mh71qqaMSNn81PnZIzqwxIGGtbCslc/T2R0ciYSRTYzojiyCx7M/E/r5tieO1nQiUpcsUWi8JUEozJ7G8yEJozlBNLKNPC3krYiGrK0KZTsiF4yy+vktZF1atVa/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OZI58V5dz4WrQUnnzmGP3A+fwBTT43Y</latexit>ω

We use this in our method - FLOW



Algorithm : FLOW

In our expts:       is chosen to be the median pretrain loss on the entire finetuning 
  dataset

But one could have it be the median of the mini-batch, a running / online median, etc.

<latexit sha1_base64="1Lym2pIKMt9vtZz8fhSf8X6lEpk=">AAAB63icbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPRi8cK9gPaUDbbTbt0dxN2J0IJ/QtePCji1T/kzX/jps1Bqw8GHu/NMDMvTAQ36HlfTmltfWNzq7xd2dnd2z+oHh51TJxqyto0FrHuhcQwwRVrI0fBeolmRIaCdcPpbe53H5k2PFYPOEtYIMlY8YhTgrk0QJIOqzWv7i3g/iV+QWpQoDWsfg5GMU0lU0gFMabvewkGGdHIqWDzyiA1LCF0Ssasb6kikpkgW9w6d8+sMnKjWNtS6C7UnxMZkcbMZGg7JcGJWfVy8T+vn2J0HWRcJSkyRZeLolS4GLv54+6Ia0ZRzCwhVHN7q0snRBOKNp6KDcFfffkv6VzU/Ua9cX9Za94UcZThBE7hHHy4gibcQQvaQGECT/ACr450np03533ZWnKKmWP4BefjGyS/jlM=</latexit>ω



Relationship to DRO

Our form is evocative of distributionally robust optimization

Except that ours is the exact opposite. 

In particular, DRO will give

DRO focuses on the hard samples, and so would accentuate forgetting



Experiment Setup

Recall: we want to measure the degradation in general capability when we 
finetune for a specific downstream task

Two pretrained models: Gemma 2 2B and LLAMA 3.2 3B

Downstream task: 

 fine-tune on MetaMathQA, measure on GSM8K

 use CommonSense, MMLU and MBPP as proxies for general capability

 Evaluations using 1m-evaluation-harness

We follow the setup used in both “LoRA learns less and forgets less” and “MoFO” 



Results



Additiveness to      and LoRA 
<latexit sha1_base64="WRJmALfYpEeyFZim+ompa3rLjLA=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKVI9FLx4r2FpoQ9lsJ+3azSbsboQS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTjm5n/8IRK81jem0mCfkSHkoecUWOldg+F6Nf65Ypbdecgq8TLSQVyNPvlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n82un5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rwys+4TFKDki0WhakgJiaz18mAK2RGTCyhTHF7K2EjqigzNqCSDcFbfnmVtGtVr16t311UGtd5HEU4gVM4Bw8uoQG30IQWMHiEZ3iFNyd2Xpx352PRWnDymWP4A+fzBzoyjus=</latexit>

ω2

MMLU
Common
Sense MBPP GSM8K



What about task-specific heads ?

In many applications (e.g. image classification) we may only borrow the 
Body/trunk of a pretrained model, and then add on a new prediction head

E.g. take a model trained on Imagenet, add on a prediction head for CIFAR-100, 
and then Linear probe or fine-tune

In this case, FLOW operates as follows:

1. Make a linear probed prediction head (on frozen pretrained body) for the 
 downstream dataset

2. Use this to determine the weights

3. Weighted fine-tuning of this head + un-frozen body



Expt Setup

Pretrained models: ResNets trained on Imagenet 1K by [Russakovsky et. al.]

For each method, we finetune on a per-dataset basis and then report 
average scores



Results



Additivity



Theory Summary

We analyze FLOW for the linear setting, and find the minimal set of 

conditions on four quantities: 

 covariance matrix of the finetuning data 

  covariance matrix of the pretraining data

 parameters of the pretrained model

 optimal parameters of the model for downstream task only

Under which FLOW provably outperforms model averaging and 
<latexit sha1_base64="WRJmALfYpEeyFZim+ompa3rLjLA=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKVI9FLx4r2FpoQ9lsJ+3azSbsboQS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTjm5n/8IRK81jem0mCfkSHkoecUWOldg+F6Nf65Ypbdecgq8TLSQVyNPvlr94gZmmE0jBBte56bmL8jCrDmcBpqZdqTCgb0yF2LZU0Qu1n82un5MwqAxLGypY0ZK7+nshopPUkCmxnRM1IL3sz8T+vm5rwys+4TFKDki0WhakgJiaz18mAK2RGTCyhTHF7K2EjqigzNqCSDcFbfnmVtGtVr16t311UGtd5HEU4gVM4Bw8uoQG30IQWMHiEZ3iFNyd2Xpx352PRWnDymWP4A+fzBzoyjus=</latexit>

ω2

<latexit sha1_base64="FNeX3Gb4yH2UiCX13EDmUknOy3c=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV2R6DHoxWNE84BkCbOT2WTMPJaZWSEs+QcvHhTx6v9482+cJHvQxIKGoqqb7q4o4cxY3//2VlbX1jc2C1vF7Z3dvf3SwWHTqFQT2iCKK92OsKGcSdqwzHLaTjTFIuK0FY1upn7riWrDlHyw44SGAg8kixnB1knN7j0bCNwrlf2KPwNaJkFOypCj3it9dfuKpIJKSzg2phP4iQ0zrC0jnE6K3dTQBJMRHtCOoxILasJsdu0EnTqlj2KlXUmLZurviQwLY8Yicp0C26FZ9Kbif14ntfFVmDGZpJZKMl8UpxxZhaavoz7TlFg+dgQTzdytiAyxxsS6gIouhGDx5WXSPK8E1Ur17qJcu87jKMAxnMAZBHAJNbiFOjSAwCM8wyu8ecp78d69j3nripfPHMEfeJ8/bvGPDg==</latexit>

!

<latexit sha1_base64="tudmrzMiMQ+F027nSooVuSUXzlk=">AAAB+3icbVBNS8NAEN34WetXrEcvwSJ4KolI9Vj04rGi/YAmlM1m2i7d3YTdjVpC/ooXD4p49Y9489+4bXPQ1gcDj/dmmJkXJowq7brf1srq2vrGZmmrvL2zu7dvH1TaKk4lgRaJWSy7IVbAqICWpppBN5GAecigE46vp37nAaSisbjXkwQCjoeCDijB2kh9u+I/0gg0ZRFk/h0dcpz37apbc2dwlolXkCoq0OzbX34Uk5SD0IRhpXqem+ggw1JTwiAv+6mCBJMxHkLPUIE5qCCb3Z47J0aJnEEsTQntzNTfExnmSk14aDo51iO16E3F/7xeqgeXQUZFkmoQZL5okDJHx840CCeiEohmE0MwkdTc6pARlphoE1fZhOAtvrxM2mc1r16r355XG1dFHCV0hI7RKfLQBWqgG9RELUTQE3pGr+jNyq0X6936mLeuWMXMIfoD6/MHhs6Uxg==</latexit>

!̃

<latexit sha1_base64="VKL6DIm0px2E6CenQO0MsUfaj24=">AAAB73icbVBNS8NAEJ34WetX1aOXxSKIh5KIVI9FLx4r2A9oQ9lsN+3SzSbuToQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKV2l0ccqS9816p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezeyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMn2e9IXmDOXYEsq0sLcSNqSaMrQRFW0I3uLLy6R5UfGqler9Zbl2k8dRgGM4gTPw4ApqcAd1aAADCc/wCm/Oo/PivDsf89YVJ585gj9wPn8Axl2P0A==</latexit>

ω→
<latexit sha1_base64="hjic9B16IUPimgrYpU0CaZl6N+g=">AAAB/XicbVDJSgNBEO2JW4xbXG5eBoMgHsKMSPQY9OIxglkgMww9PTVJk56F7holDsFf8eJBEa/+hzf/xs5y0MQHBY/3qqiq56eCK7Ssb6OwtLyyulZcL21sbm3vlHf3WirJJIMmS0QiOz5VIHgMTeQooJNKoJEvoO0Prsd++x6k4kl8h8MU3Ij2Yh5yRlFLXvnAeeABIBcB5A72AenIO/XKFatqTWAuEntGKmSGhlf+coKEZRHEyARVqmtbKbo5lciZgFHJyRSklA1oD7qaxjQC5eaT60fmsVYCM0ykrhjNifp7IqeRUsPI150Rxb6a98bif143w/DSzXmcZggxmy4KM2FiYo6jMAMugaEYakKZ5PpWk/WppAx1YCUdgj3/8iJpnVXtWrV2e16pX83iKJJDckROiE0uSJ3ckAZpEkYeyTN5JW/Gk/FivBsf09aCMZvZJ39gfP4A6OuViA==</latexit>

ω̃→



Theory Summary

By controlling     we can find a Q that can stall convergence to       in bad directions 
<latexit sha1_base64="hjic9B16IUPimgrYpU0CaZl6N+g=">AAAB/XicbVDJSgNBEO2JW4xbXG5eBoMgHsKMSPQY9OIxglkgMww9PTVJk56F7holDsFf8eJBEa/+hzf/xs5y0MQHBY/3qqiq56eCK7Ssb6OwtLyyulZcL21sbm3vlHf3WirJJIMmS0QiOz5VIHgMTeQooJNKoJEvoO0Prsd++x6k4kl8h8MU3Ij2Yh5yRlFLXvnAeeABIBcB5A72AenIO/XKFatqTWAuEntGKmSGhlf+coKEZRHEyARVqmtbKbo5lciZgFHJyRSklA1oD7qaxjQC5eaT60fmsVYCM0ykrhjNifp7IqeRUsPI150Rxb6a98bif143w/DSzXmcZggxmy4KM2FiYo6jMAMugaEYakKZ5PpWk/WppAx1YCUdgj3/8iJpnVXtWrV2e16pX83iKJJDckROiE0uSJ3ckAZpEkYeyTN5JW/Gk/FivBsf09aCMZvZJ39gfP4A6OuViA==</latexit>

ω̃→
<latexit sha1_base64="1Lym2pIKMt9vtZz8fhSf8X6lEpk=">AAAB63icbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1WPRi8cK9gPaUDbbTbt0dxN2J0IJ/QtePCji1T/kzX/jps1Bqw8GHu/NMDMvTAQ36HlfTmltfWNzq7xd2dnd2z+oHh51TJxqyto0FrHuhcQwwRVrI0fBeolmRIaCdcPpbe53H5k2PFYPOEtYIMlY8YhTgrk0QJIOqzWv7i3g/iV+QWpQoDWsfg5GMU0lU0gFMabvewkGGdHIqWDzyiA1LCF0Ssasb6kikpkgW9w6d8+sMnKjWNtS6C7UnxMZkcbMZGg7JcGJWfVy8T+vn2J0HWRcJSkyRZeLolS4GLv54+6Ia0ZRzCwhVHN7q0snRBOKNp6KDcFfffkv6VzU/Ua9cX9Za94UcZThBE7hHHy4gibcQQvaQGECT/ACr450np03533ZWnKKmWP4BefjGyS/jlM=</latexit>ω



Summary

Selecting samples is a cheap and complementary way to mitigate model
Forgetting

Solving catastrophic forgetting is a crucial step in continual learning


