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Abstract: Although the finite-difference method (FDM) has been commonly used to numerically solve Richard’s equation, numerical diffi-
culties are often encountered, even for comparatively simple problems. To minimize convergence problems, comparatively small discretiza-
tion and time steps have often been adopted to solve this highly nonlinear equation, resulting in significant computational costs. To overcome
these difficulties, this paper presents an efficient approach to solving Richard’s equation that combines two numerical techniques: the FDM
and the cubic interpolated pseudoparticle (CIP) method. The FDM is used to solving the diffusive flow component of Richard’s equation, the
convergence of which can be controlled by adopting time steps corresponding to Neumann’s number under 0.5. In contrast, the CIP method is
used to solve the advective flow component of the equation. The CIP method is found to be particularly suitable for facilitating convergence
and eliminating the presence of spurious results when the Courant number is under 1.0. Analytical solutions for transient unsaturated flow
problems, developed in a companion paper, allow comparison between the predictions obtained using the proposed numerical approach and
the exact solutions. Use of the newly developed algorithm is found to be particularly accurate and stable for solving Richard’s equation, being
clearly superior to the use of the traditional FDM. After validating the new numerical approach using the boundary conditions and hydraulic
functions for which analytical solutions have been developed, the new numerical scheme was subsequently implemented to address more gen-
eral unsaturated flow problems. In particular, the new numerical approach was extended to solve unsaturated flow problems involving complex
soil hydraulic functions as well as different boundary conditions. Comparisons are presented to illustrate the accuracy of the new numerical
approach even when extended to incorporate the use of complex hydraulic functions for which there are no analytical solutions. The efficient,
validated numerical schemes presented in this paper are found to be well suited for solving complex unsaturated flow problems. DOI:
10.1061/(ASCE)GM.1943-5622.0000876. © 2017 American Society of Civil Engineers.

Author keywords: Unsaturated flow; Richard’s equation; Numerical model; Cubic interpolated pseudoparticle (CIP); Advection;
Diffusion.

The most common representation of Richard’s equation, for the
case of one-dimensional unsaturated transient flow under a natural
gravitational field in the z-direction, is

Introduction

Transient unsaturated flow problems can be solved using
Richard’s equation (Richards 1931), which results from consider- 0 0 1 o
ing continuity and the validity of Darcy-Buckingham’s law. This —=— {kz( W) (—— — 1)} (1)
is a transient, nonlinear partial differential equation that contains o oz P8 02

a hyperbolic (gravitational) term and involves highly nonlinear
hydraulic functions that may be spatially variable. Numerical sol-
utions of Richard’s equation have been challenging to implement
because of the highly nonlinear nature of the soil hydraulic func-
tions, including the soil water retention curve (SWRC) and the
hydraulic conductivity function (k-function). Also because of
these difficulties, analytical solutions to transient unsaturated
flow problems have not been readily available, which has pre-
vented a thorough comparison between analytical results and nu-
merical predictions.

where 6 = volumetric water content (L3/L3); ¢ = suction (using
atmospheric pressure as reference) (ML_lT_z); P, = fluid density
(ML™); k.() = unsaturated hydraulic conductivity in the z-direc-
tion (k-function) expressed in terms of ¢ (L/T); g = acceleration of
gravity (L/T?); and ¢ = time (T).

An additional representation of Richard’s equation is its §-based
version, also known as the Fokker-Planck equation (Philip 1969;
Bear 1979), as follows:

2 2|0 -2 @
ot 0z 0z 0z
!Associate Professor, Dept. of Civil and Environmental Engineer-
ing, Univ. of Brasilia, Brasilia-DF 70910-900, Brazil (corresponding with
author). ORCID: http://orcid.org/0000-0002-7104-0371. E-mail: abrasil@
unb.br kz(ﬁ) oY
%Professor, Dept. of Civil Architectural and Environmental Engineer- DZ(G) = P& % 3

ing, Univ. of Texas, Austin, TX 78712-0280. E-mail: zornberg@mail
.utexas.edu

. e . . 2
Note. This manuscript was submitted on April 18, 2016; approved on where D, = unsaturated water diffusivity in the z-direction (L'/T).

November 4, 2016; published online on February 6, 2017. Discussion pe-
riod open until July 6, 2017; separate discussions must be submitted for
individual papers. This paper is part of the International Journal of
Geomechanics, © ASCE, ISSN 1532-3641.

© ASCE

04017014-1

Cavalcante and Zornberg (2017) used a different form of the
0-based version of Richard’s equation, which was particularly suit-
able to obtain analytical solutions to transient unsaturated flow
problems. The revised form of the #-based Richard’s equation is
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where a,(0) = unsaturated advective seepage (L/T). A relevant as-
pect of the revised representation of Richard’s equation is that it
facilitates interpretation of unsaturated flow as a process that
involves advective and diffusive flow components. Using this repre-
sentation of Richard’s equation and specific hydraulic functions,
Cavalcante and Zornberg (2017) developed analytical solutions for
transient unsaturated flow problems using a variety of boundary
conditions.

This paper presents the development of new numerical schemes
for solving Richard’s equation for unsaturated flow problems under
transient conditions. The new numerical scheme benefits from three
important aspects: (1) the representation of Richard’s equation in
terms of advective and diffusive components [Eq. (4)], (2) the use
of a particularly efficient numerical technique to solve the advective
flow component, and (3) the availability of recently developed ana-
lytical solutions that allow comparison between numerical predic-
tions and exact solutions. Comparisons between numerical and ana-
Iytical results are conducted for a variety of boundary conditions,
including a constant moisture imposed on the upper boundary of a
soil column (semi-infinite and finite-length cases) as well as a con-
stant discharge velocity imposed on the upper boundary of a soil
column (semi-infinite and finite-length cases).

Efficient Numerical Scheme for Solving Transient
Unsaturated Flow Problems

Although the finite-difference method (FDM) has been commonly
used to numerically solve Richard’s equation, numerical difficulties
are often encountered, even for simple problems. To minimize con-
vergence problems, comparatively small space discretization and
time steps have often been adopted to address the nonlinearity of
the problem, resulting in significant computational costs.

A new numerical scheme was developed by Cavalcante and
Zornberg (2016) to solve problems involving the advection-
dispersion contaminant transport equation. The new scheme was
found to successfully address numerical problems typically
obtained when solving the advection-dispersion equation using the
traditional FDM approach. At least for cases where the seepage ve-
locity in contaminant transport problems is constant, the numerical
solution obtained using FDM is conditionally stable. However,
Cavalcante and Zornberg (2016) showed that the FDM solution
presents spurious numerical dissipation errors when using schemes
involving Courant numbers less than 1. This undesirable dissipation
effect leads to increasing dumping of the solution for decreasing
Courant numbers, which is a necessary condition for convergence
while solving numerically certain partial differential equations
using finite differences. Consequently, the solution was found to
rapidly deteriorate when using small time intervals, which are often
adopted to handle the nonlinearity of the problem.

To overcome these difficulties, this paper presents an algorithm
for solving Richard’s equation by combining two numerical techni-
ques: the FDM and the cubic interpolated pseudoparticle (CIP)
method. Codes were developed using Mathematica to implement
the algorithms developed in this study.
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General Approach for Numerical Solution

Differential equations, such as the version of Richard’s equation
expressed by Eq. (4), can be grouped into distinct components
(Hundsdorfer and Verwer 2003). Specifically, Eq. (4) can be con-
sidered to include a diffusive component, represented by

0 0 00
—=—1|D,(0)— 6
ot dz[ :{ )dz] ©)
and an advective component represented by
20 00
_— = — s —_— 7
ot a5(6) 0z ™

Using the time-splitting technique, the rate of moisture changes
can be expressed as

0k(n+1)* 9]((n+1)* _on

00 - 0111+1 _ j (8)

o At + At

where 6} = volumetric water content for step n and position k; 02“ =
volumetric water content for the subsequent step (n+ 1); and

+1)* . . . .
6,5” )" = volumetric water content for an intermediate time

[(n 4 1)*] that only accounts for the diffusive component of the un-
saturated flow process.

The diffusive component can be initially solved considering the
initial and boundary conditions of the problem. Specifically, the
explicit solution of Eq. (6) for time step (n + 1)* and space step k

{0,5"“) } can be obtained as follows:

A7 =% D,(6)— &)

pU _gr 9 { ae}
0z

The resulting moisture content [G,S"H) } can be subsequently

used to obtain the solution that also considers the advective compo-
nent of the unsaturated flow process, as follows:

gl — gl 00

Az = —as(ﬂ)()—Z 10)

where 02‘“ = explicit solution of Eq. (7) for time step (n+ 1) and
space step k. 6’2“ also corresponds to the actual solution of Eq. (4)
considering both diffusive and advective components of the unsatu-
rated flow process.

This general algorithm is repeated until the final time (time step n)
is reached for each node (space step k). The specific details of the
algorithms implemented to numerically solve the diffusive and advec-
tive components of Eq. (4) are provided next.

Diffusive Component
Eq. (9) is solved using the FDM, considering an explicit scheme, as
follows:
i)t o AT] 00\" . 06\"
0 =0, +—— — - D —
k e T Az |k (az e =172\ 52 1

(11
with
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k+1/2 =5 [DZ(GZ+1) + Dz(ef)} (12)

1
Dy = [D:(67) + D.(00)] (13)

where D.(0}_,), D.(0}), and D. (0}, ) are updated using Eq. (3).
A second-order derivative (in space) can be estimated at cell
face for each time step as follows:

(%Y e (14)
02/ ky1)2 Az
<(L€)n - Ak (15)
0z k—1/2 Az

The size of the time increment (Af) is controlled by the
Neumann number (&,), which at each time step n and position k
should satisfy the following condition (Smith 1985):

16)

Advective Component

The CIP method is proposed in this study for solving the advective
component of Richard’s equation instead of using the more com-
monly implemented FDM. However, to allow comparison of the
predictions obtained using the newly proposed and the traditional
approaches, both the FDM and CIP methods were implemented in
this study, as discussed in this section.

Finite-Difference Scheme

Using the FDM, Eq. (10) can be discretized using a second-order
(in space) estimate for space derivation at cell face for any time step
as follows:

g1 — g’ _ﬁ{ (nt1)* [0(n+1>* B 6“‘“)*}

Az | 12 [Tkt k
) g - Géﬁ”*}} (17)

with
iy =2a o]+ o o] )
M) o

where a [Q,ET)*] , dg [6,(("“)*] , and a, [Gk(f;])*] are updated using
Eq. (5).

The time increment (A7) is controlled by the Courant number
(C,), which at each time step should satisfy the following condition
(Smith 1985):

1 A
¢ =a of V| S < 20)

CIP Scheme
The CIP method (Takewaki et al. 1985; Takewaki and Yabe 1987)
can be used instead of the FDM to eliminate reported spurious
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numerical dissipation errors (Cavalcante and Zornberg 2016).
Specifically, Eq. (7) can be differentiated in relation to z as follows:

d (06 d a0
6_2 (E) = _6_1 [as(e)a—z] (21)

Applying the chain rule, Eq. (21) can be rewritten as follows:

oq dq dag
Ziagt=—g= 22
TR = 2

where a, is given by Eq. (5); and ¢ is defined as

06

= (23)

q

Because a, is greater than 0, 6 can be approximated by a
Hermite cubic polynomial given by (Takewaki et al. 1985;
Takewaki and Yabe 1987)

Fi@)=ejz=2)" + Blle -4 + xie—g) +mi @4

where

n* n*
Lt a 20 = 0"

%= AR A7 23)
(n+l)* (n+l)*
no_ Zqz + qlrcl—l _ 3 |:0k B 01‘71 } (26)
k Az AZ?
X = di 27)
772 _ Hk(lﬁ—l) (28)

The time evolution of the functions 6 and ¢ can be obtained by
using the following Lagrangian invariants:

or! = FZ{zZ — a [9;”“)*}&} (29)
0 *
gt = &Fg{zz — ay [ak(”“) }At} (30)

The time increment (Ar) is controlled by the Courant number,
which at each time step should satisfy the condition presented in
Eq. (20).

It should be noted that all numerical schemes adopted in this
study involve explicit solutions. This is important because most
FDM schemes reported in the literature [e.g., Celia et al. (1987);
Bouloutas (1989); Celia and Bouloutas (1990)] involve implicit sol-
utions, which require comparatively higher computational effort
and processing time.

Validation of Numerical Approaches

The analytical solutions obtained by Cavalcante and Zornberg
(2017) are used in this section to validate the adequacy of the nu-
merical predictions obtained using the numerical schemes presented
in the previous section.
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The analytical solutions reported by Cavalcante and Zornberg
(2017) were developed using a logarithmic relationship between
suction and volumetric water content [/(#)] and a linear relation-
ship between hydraulic conductivity and volumetric water content
[k.(6)]. Accordingly, (0) is represented by

1. (6-6,
$(0) = <In (05—9,) 31

where 6 = volumetric water content at saturation (L3/L3); 6,=re-
sidual volumetric water content (L*/L’); and & = fitting hydraulic
parameter (M_ILTZ). The difference between 6 and 6, has often
been referred to as the soil moisture capacity. In contrast, the unsat-
urated hydraulic conductivity [k.(6)] is given by

0—0,
&w):h(aj;j (32)

where k, = saturated hydraulic conductivity of the soil (L/T).

For these adopted relationships, the hydraulic parameters D_(6)
[Eq. (3)] and ay(€) [Eq. (5)] become constants. Specifically, the
resulting constant hydraulic parameters are

_ ks

Do=— (33)
5(65 - er)pwg

L
(gx - or)

ag =

(34)

where D. = constant unsaturated water diffusivity in the z-direction;
and a, = constant unsaturated advective seepage, as obtained when
Y (6) and k,(0) are represented by logarithmic and linear relation-
ships, respectively.

The validation of the proposed numerical schemes conducted in
this study included the case of an unsaturated flow problem with an
imposed constant discharge velocity (v() on the upper boundary of a
semi-infinite soil column that is characterized by a constant initial
moisture content (#;). The analytical solution used herein to vali-
date the numerical scheme involves a semi-infinite soil column,
with a constant discharge velocity being imposed on its upper
boundary [Case 3, as reported by Cavalcante and Zornberg (2017)].
Specifically, the initial condition for this case is described by a uni-
form initial moisture content, as follows:

0(z,0) = 0, (35)

where 6; = constant.
A Neumann flux boundary condition is adopted, which involves
a constant discharge velocity imposed on the upper boundary of the

domain, as follows:
_ 00
D,— —k
< ‘oz Z)

where v = constant. The maximum discharge velocity that can be
physically imposed corresponds to the soil saturated hydraulic con-
ductivity (k). Specifically, the maximum imposed discharge veloc-
ity is

= (36)
z=0

0 sk

Vo,max = m 37

For the semi-infinite soil column in this problem, the lower
boundary condition adopted in this study is described by
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20
S (o) =0 (38)

This lower boundary condition implies that, at depth, the mois-
ture content (and consequently, the suction) reaches a constant
value. It also implies that, at depth, the hydraulic gradient in the z-
direction equals 1. The analytical solution that corresponds to these
initial and boundary conditions is (Cavalcante and Zornberg 2017)

Vo

wanzarrh(&feafeﬁq@n (39)

with

1 a’t 7 —a,1)?
Clz,t) = gerfc(Z_l) + 775 exp [—%
Z Z

1 a,z at az
— == = rfc(Z 40
> +DZ +Dz>exp (Dz>e c(Z1) (40)
*agt
7o =2 (1)
2+/D,t
where erfc(Z) = complementary error function, defined as
5 z
erfc(Z) =1 — —J exp (—)dt (42)
T
0

The analytical solutions to this problem are initially compared to
the numerical predictions obtained using the previously discussed
FDM scheme. Specifically, both the diffusive and the advective
flow components [Egs. (6) and (7)] are initially solved using FDM.
The analytical solutions are subsequently compared to the numeri-
cal predictions obtained using combined FDM/CIP schemes as pro-
posed in this study. That is, the FDM is used to solve the diffusive
flow component [Eq. (6)], and the CIP method is used to solve the
advective flow component [Eq. (7)].

The same discretizations of time and space were adopted for
the numerical simulations conducted using each of the two nu-
merical schemes evaluated in this study (i.e., FDM and FDM/
CIP). The values of the soil hydraulic parameters 6;, 6,, 6, kg,
and & adopted in this evaluation are 0.13, 0.04, 0.41, 8.2 x 107/
m/s, and 0.03 kPa™!, respectively. Figs. 1(a and b) illustrate the
logarithmic SWRC and the linear k-function, expressed in terms
of ¢, that correspond to the adopted hydraulic parameters. The k-
function presented in Fig. 1(b) illustrates that, even though this
function is linear when expressed in terms of 6, it shows an expo-
nential trend when expressed in terms of . The shape of the hy-
draulic functions presented in Fig. 1 is consistent with generally
reported trends in experimental data, which usually show a non-
linear relationship with .

The initial condition adopted in this validation involves a uni-
form moisture content (6; = 0.13). The constant discharge velocity
imposed on the upper boundary of the semi-infinite column is vo =
2.107" m/s.

For the conditions in this problem, the time increment (Ar)
adopted in this validation should satisfy the following condition for
the diffusive component of the unsaturated flow [Eq. (16)]:

2

1A
S ) (43)
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Fig. 1. Unsaturated hydraulic functions used for validation: (a) loga-
rithmic SWRC:; (b) linear k-function (8 = 0.03 kPa™")

Also, the adopted increment Az should satisfy the following con-
dition for the advective component of the flow [Eq. (20)]:

A
Ar < k—z(as — 9, (44)

The numerical solution was obtained considering time step Az =
64 s and space step Az = 0.001 m. The adopted discretization satis-
fies the convergence criteria defined by Eqs. (43) and (44) (N, =
0.48; C, =0.14). The domain involved 675,000 nodes, correspond-
ing to 500 space increments, and the total time in the simulation is
24 h, which corresponds to 1,350 time increments.

Fig. 2 shows the comparison between analytical solutions [Eq.
(39)] and numerical predictions obtained using FDM [Egs. (11) and
(17)]. The results are presented as moisture profiles for increasing
periods of time (4, 14, and 24h). The numerical predictions
obtained using the FDM scheme are found to show some numerical
spuriusness, which led to a comparatively poor agreement with the
analytical solution.

Fig. 3 shows the comparison between analytical results [Eq.
(39)] and numerical predictions obtained using the FDM/CIP
scheme [Eqgs. (11) and (29)]. The results are also presented as
moisture profiles for increasing periods of time (4, 14, and 24 h).
The discretization in time and space is the same as that used for
the FDM approach. The numerical predictions obtained using the
FDM/CIP scheme show a very good agreement with the analyti-
cal results.
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Fig. 2. Comparison between analytical solution and numerical predic-
tions using the FDM scheme
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Fig. 3. Comparison between analytical solution and numerical predic-
tions using the FDM/CIP scheme

In addition to the comparisons presented in Figs. 2 and 3, addi-
tional evaluations were conducted to compare the analytical results
against the numerical predictions using a variety of initial and
boundary conditions. Specifically, the additional analyses involved
cases corresponding to a constant moisture imposed on the upper
boundary of a semi-infinite column, a constant moisture imposed
on the upper boundary of a column of finite length, and a constant
discharge velocity imposed on the upper boundary of a column of fi-
nite length. These additional cases were selected for comparison, as
they correspond to boundary conditions for which analytical solu-
tions are now available (Cavalcante and Zornberg 2017). In all
cases, the numerical predictions obtained using the FDM/CIP
scheme showed better agreement with the analytical results than the
numerical predictions obtained using the FDM.

General Framework for Solving Unsaturated Flow
Problems Using Multiple Models for Hydraulic
Functions

The validation of the proposed numerical scheme, as conducted in
this study and presented in the previous section, involved numerical
predictions using hydraulic functions for which transient analytical
solutions have been developed (Cavalcante and Zornberg 2017).
After the completion of such validation, the numerical approach
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involving the use of a FDM/CIP scheme is extended in this section
to allow use of hydraulic functions for which no closed-form analyt-
ical solutions are readily available. Specifically, rather than adopt-
ing the logarithmic and linear functions for the SWRC and k-func-
tion, respectively, a variety of other functions commonly adopted in
practice and reported in the technical literature [e.g., Gardner
(1958); Brooks and Corey (1964); van Genuchten (1980)] are
implemented herein.

For the different hydraulic functions, which are often defined in
terms of suction (i), it becomes initially necessary to define them
in terms of §—that is, to define the SWRC in the form ¢ (6) and the
k-function in the form k.(#). This allows the subsequent determina-
tion of the functions D.(6) and a,(€), which are needed to imple-
ment the proposed numerical approach.

For example, the van Genuchten model (and most other models)
is typically represented using ¢ as an independent variable [i.e.,
0 ()] rather than using 6 as an independent variable [i.e., ¥/(8)].
Accordingly, the soil water retention defined using van Genuchten’s
model (van Genuchten 1980) in the form 6 (/) can be represented in
the form ¢ (), as follows:

1 nrvg mrvg 0 - 0/‘ -
#(0) = (=) - )

ar.vg 05 - Gr

where a,.yq, 71,y and m,.,, = fitting van Genuchten’s parameters
(van Genuchten 1980), with the parameter m,., defined as

1

Myyg =1 — (46)

Ny vg

The subscript r adopted throughout this paper indicates that the
fitting parameter corresponds to a retention curve (i.e., relationship
between 6 and ¢). The subscript vg adopted throughout this paper
indicates that the fitting parameter corresponds to the van
Genuchten (1980) model.

Also, the k-function defined using van Genuchten’s model (van
Genuchten 1980) in the form k.(i), can be redefined in the form
k.(0) as follows:

) o— o0 \wx| 2
LR S PR (L R “7)
HS - 0,« 05 - 61‘

where k, = saturated hydraulic conductivity (L/T); and my,, = fit-
ting van Genuchten’s parameter (van Genuchten 1980), which has
been reported as

kz(e) = ky

(48)

where ny,, = another fitting van Genuchten’s parameter (van
Genuchten 1980). The subscript k£ adopted throughout this paper
indicates that the fitting parameter corresponds to a hydraulic con-
ductivity function (k-function).

It should be noted that van Genuchten’s model, as reported by
van Genuchten (1980), considers ny vy = M,y and 1y vg = Nyyg.
However, the formulation presented in this paper does not impose
that the hydraulic parameters of the SWRC necessarily be the same
as those of the k-function. This is expected to facilitate the use of
the formulations developed in this paper in problems where both
the SWRC and the k-function have been defined experimentally
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(rather than the common approach of only using experimental data
to define the SWRC).

For the case of a soil with hydraulic functions /(0) and k,(6)
represented using the van Genuchten model, the function D,(6) was
subsequently obtained using Eqs. (3), (45), and (47). The resulting
unsaturated water diffusivity [D,(6)] for the van Genuchten model
is

1 2mrg

R ) g

D.(6) = (49)
mrﬁvg nr,vgar,vgpw g(ey - Br)
with
0—0
o= 4 50
9.0, (50)

where ® = normalized volumetric water content.

Also, the function a,(8) can be obtained using Egs. (5) and (47).
Accordingly, the unsaturated advective seepage for the van
Genuchten model is

ks
w0 =35 a0 °Y®
x [6(4 —50) — 46,(1 — ®) + 6,0] (51)

Unlike the case reported by Cavalcante and Zornberg (2017),
where the hydraulic functions are defined using a simple logarith-
mic function for ¢/(6) and a linear function for k.(6) [Egs. (31) and
(32), respectively], an analytical solution is not available for the
case where the hydraulic functions are defined using the van
Genuchten model. Even for the steady-state condition, the analyti-
cal solution for this problem has not been obtained. For the common
cases for which analytical solutions are not available, the efficient
FDM/CIP approach developed in this paper provides an efficient
framework for solving unsaturated flow problems numerically.

Egs. (52)—(55) present the soil water retention models proposed
by Gardner (1958), Brooks and Corey (1964), van Genuchten
(1980), and the model used in the analytical solutions (Cavalcante
and Zornberg 2017), respectively. The three initial models have
been extensively used in unsaturated flow problems, whereas the
last model is the one for which analytical solutions are available.
The form of the SWRC indicated as ®(¢) in Egs. (52)—(55) corre-
sponds to the form of these functions [®(¢) or 6 ()] as originally
represented by their authors

() = (1+ apgp™) ! (52)
() = (appetp) ™ (53)
() = [1+ (@nyg )] " (54)
D) = e 0relV! (55)

Subscript r indicates that the fitting parameter is for a SWRC.
Subscripts g, bc, vg, and cz indicate that the fitting parameter corre-
sponds to the Gardner (1958), Brooks and Corey (1964), van
Genuchten (1980), or Cavalcante and Zornberg (2017) models,
respectively. Egs. (56)—(59) provide the inverse of these functions
[¢(®)], which corresponds to the form of the SWRC used in the
formulations presented in this paper. An analytical solution for
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Cavalcante and Zornberg (2017) is available, but only for &, =

8y, =0
T
(@) = 4 (56)
(D —l/ﬂr.bc
(D) = (57)
Ay be
Y (®) = % "X (58)
ryvg
1
W(@) = ——1n (@) (59)

Eqgs. (60)—(63) present the k-function models proposed by
Gardner (1958), Brooks and Corey (1964), van Genuchten (1980),
and Cavalcante and Zornberg (2017), respectively. The three initial
models have also been extensively used to solve unsaturated flow
problems, whereas the last model is the one for which analytical sol-
utions are available. The form of the k-function indicated as k(i)
in Egs. (60)—(63) corresponds to the form of these functions as they
were originally represented by their authors

k() = ke~ %e? (60)

k() = ky(agpetp) Pre (61)

kv\/[l + (ak‘vg l/j)"k«vg] Mg

k() = .
|:1 - ({1 N [1 + (ak,vg lﬁ)n”%] “Mive }mk,\g) :|

(62)

k() = kyexp (=8kel ) (63)

Subscript k indicates that the fitting parameter is for an unsatu-
rated k-function. Egs. (64)—(67) provide the correspondent k-func-
tion in terms of —that is, the function k,(®), which corresponds to
the form of the k-function used in the formulations presented in this

paper

k.(®) = ke ™* (i55)" (64)
Aibe x_1/2 .. —Boe
kz(q)) =k <—(D / r.bc> (65)
dyr be
kv @
{1 - |:(1 — q))'”k.vg:| }
k(@) = k,® 67

Using derivations similar to those illustrated for the case of the
van Genuchten model, D.(6) and a,(6) were derived for the various
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constitutive models listed in Egs. (52)—(67). Accordingly, Egs. (68)
and (69) present the functions D_(#) and ay(0) as derived for the
case of Gardner (1958). The hydraulic parameters for the SWRC
presented in Eqgs. (68) and (69) for the Gardner (1958) model are
not considered to be necessarily the same as the hydraulic parame-
ters for the k-function

e e
o= 6, — 0,) {7‘9 + 9 } :
D.(0) = — arg(0 —6,)
) (0 —6,)(0 — 0,)p,g
(68)
e - e
o [wstoin] kyay o (6, — 6y) {70 o } ’
a,(8) = (0 — 0r)
“ a6 = 000~ 6,
(69)

Egs. (70) and (71) present the functions D_(6) and a,(8) for the
case of the Brooks and Corey (1964) model

e < 0 — 9r>1/ly.bc
Qe 0r - 03

O be j'r,bu: ng(e - 0’)

1=Brbe

D.(6) = — {

Z

(70)

04 — Cavalcante & Zornberg (2017) |
31_,2 — van Genuchten (1980)
o
% 0.3 — Gardner (1958)
2
.2 0.2
5
g
< 0.1
>
00 L L L L L L \5
0.1 1 10 100 1000 10* 10
(a) Suction, kPa
i 8.x 1077 — Cavalcante & Zornberg (2017) |
% — van Genuchten (1980)
= 6.x1077+
5 — Gardner (1958)
O
2 -7
E 4.x107"+
5
>
/o -7
E 2.x107"+
<
3
<
2 ot ‘ ‘ ‘ ; ; 1]
= 0.1 1 10 100 1000 10 10°

Suction, kPa

~
o
=

Fig. 4. Hydraulic functions by Gardner (1958) and van Genuchten
(1980) obtained as best fit to those defined by Cavalcante and Zornberg
(2017) in the comparative example: (a) SWRCs; (b) k-function models

Int. J. Geomech.



—Blbe

Qppe (—0 + 6, 7V .
ksﬂk,bc o 0. — 0
r,bc r s

as(9) = (0 — er)/lr,bc

(71)

Appendixes I and II provide a summary of the various func-
tions of D.(#) and ay(#). These functions were obtained using
Eqgs. (3) and (5) for the various combinations of soil water reten-
tion models presented in Egs. (56)—(59) and k-function models
presented in Eqs. (64)—(67). The results are presented in the
appendixes, and they correspond to the multiple possible combi-
nations involving use of models. The various functions were
obtained considering that the fit parameters of SWRC and k-func-
tion may be different.

Because analytical solutions are available for the case of the
Cavalcante and Zornberg (2017) model, the good comparison
between the numerical predictions and the analytical solutions pre-
sented in the previous section provides validation of the numerical
scheme proposed in this paper. Analytical solutions are not avail-
able to provide such rigorous validation of numerical implementa-
tions that use other commonly adopted models presented in Eqs.
(52)—(67). However, an approximate validation could also be con-
ducted for the case of the hydraulic functions developed by Gardner
(1958) and van Genuchten (1980). This was achieved by identifying
the parameters from these models that provide a good fit to the hy-
draulic functions that have been defined using the hydraulic param-
eter (&) proposed by Cavalcante and Zornberg (2017) (Fig. 1). This
approach allows comparison of the numerical predictions obtained
using the Gardner (1958) and van Genuchten (1980) models against

analytical solutions obtained using Cavalcante and Zornberg (2017)
hydraulic functions.

Fig. 4 shows a comparison of the soil SWRCs and the k-func-
tions adopted in this evaluation for the log-linear, Gardner, and van
Genuchten models. The parameters &, ., = 8, = 0.03 kPa™! in the
log-linear model (Cavalcante and Zornberg 2017) were found to
define a SWRC and a k-function that are well represented by param-
eters «a,, = 0.004, n,,, = 1.78, and «;, = 0.035 for the Gardner
(1958) model, and by parameters «,.,, = 0.13, n,,, = 1.88, and
ngve = 1.88 for the van Genuchten (1980) model.

The initial condition used in this evaluation was a uniform initial
moisture content of 0.13 and a constant discharge velocity of
2 x 1077 m/s applied to the upper boundary of the domain. The vol-
umetric water content at saturation, residual volumetric water con-
tent, and the saturated hydraulic conductivity were 0.41, 0.04, and
8.2 x 1077 m/s, respectively.

Figs. 5-7 provide a comparison of the analytical results
(obtained using the Cavalcante and Zornberg model) with the nu-
merical predictions obtained using the Gardner (1958) and van
Genuchten (1980) models. The numerical predictions were
obtained using the FDM/CIP scheme proposed in this paper. The
same mesh used in the validation presented in the previous section
was adopted in this comparison—that is, 675,000 nodes corre-
sponding to 500 space increments and 1,350 time increments (Az =
645, Az=0.001 m).

Fig. 5(a) illustrates the time history of the transient volumetric
water content results, obtained at different locations within the soil
column. The results were obtained numerically using the FDM/CIP
scheme for the case of the Gardner (1958) and van Genuchten
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Volumetric Water Content

0.14

0.26F ‘Wﬁmhﬁnngwf
0.24 / -
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(b
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Fig. 5. Comparison of the analytical solution (Cavalcante and Zornberg model) and the numerical predictions (Gardner and van Genuchten models)
for volumetric water content: (a) time history at different locations; (b) moisture profiles at different times
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(1980) models, and analytically for the case of the Cavalcante and
Zornberg (2017) model. The results in Fig. 5(a) illustrate that the
volumetric water content in the unsaturated soil column increases
nonlinearly as time increases until reaching the ultimate moisture
content of 0.26. The results in Fig. 5(a) also show that the volumet-
ric water content increases at a faster rate near the top of the soil
column.

Fig. 5(b) provides a comparison of the numerical predictions of
the moisture profiles at increasing time for the Gardner (1958) and
van Genuchten (1980) models, in relation to the analytical results
obtained for the Cavalcante and Zornberg (2017) model. Fig. 5(b)
shows that the volumetric water content in an unsaturated soil is
lower when far from the upper boundary condition during the infil-
tration process.

More importantly, the results in the figure indicate that the nu-
merical predictions obtained using the FDM/CIP scheme for the
Gardner (1958) and van Genuchten (1980) models compare very
well with the analytical results obtained for the Cavalcante and
Zornberg (2017) model. Any minor discrepancies between numeri-
cal predictions and analytical results are attributed to differences
among the hydraulic functions adopted for the different simulations.
In fact, the better comparison between the prediction by the
Gardner (1958) model and the analytical results is consistent with
the better fit between the Gardner (1958) hydraulic function and the
Cavalcante and Zornberg (2017) hydraulic functions (Fig. 4).

Fig. 6(a) illustrates the time history of the transient total suction
results, obatined at different locations within the soil column. The
results were obtained numerically using the FDM/CIP scheme for
the case of the Gardner (1958) and van Genuchten (1980) models,

and analytically for the case of the Cavalcante and Zornberg (2017)
model. The results in Fig. 6(a) show that the total suction in the un-
saturated soil decreases nonlinearly as time increases until reaching
saturation. Fig. 6(a) also illustrates that the total suction decreases at
a faster rate near the top of the soil column.

Fig. 6(b) provides a comparison of the numerical predictions of
the total suction profiles at increasing time for the Gardner (1958)
and van Genuchten (1980) models in relation to the predicted
results obtained for the Cavalcante and Zornberg (2017) model.
Fig. 6(b) illustrates that the total suction in an unsaturated soil is
higher when far from the upper boundary condition, as expected,
because the infiltration process happens in a soil column with con-
stant initial moisture.

Overall, the evaluation provided in this section indicates that the
proposed FDM/CIP scheme leads to very accurate predictions of
the transient response of unsaturated flow. In particular, these
results confirm the adequacy of the values of diffusivity and advec-
tive seepage, developed as part of this study for a number of hydrau-
lic models reported in the literature.

Fig. 7(a) illustrates the time history of the transient unsaturated
hydraulic conductivity results obtained at different locations within
the soil column. The results were obtained numerically using the
FDM/CIP scheme for the case of the Gardner (1958) and van
Genuchten (1980) models, and anallytically for the case of the
Cavalcante and Zornberg (2017) model. The results in Fig. 7(a)
illustrate that the hydraulic conductivity in the unsaturated soil col-
umn increases nonlinearly as the time increases to saturation. The
results in Fig. 7(a) also show that the hydraulic conductivity
increases at a faster rate near the top of the soil column.
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Fig. 6. Comparison of the analytical solution (Cavalcante and Zornberg model) and the numerical predictions (Gardner and van Genuchten models)
for suction: (a) time history at different locations; (b) suction profiles at different times
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Fig. 7. Comparison of the analytical solution (Cavalcante and Zornberg model) and the numerical predictions (Gardner and van Genuchten models)
for unsaturated hydraulic conductivity: (a) time history at different locations; (b) permeability profiles at different times

Fig. 7(b) provides a comparison of the numerical predictions of
the unsaturated hydraulic conductivity profiles at increasing time
for the Gardner (1958) and van Genuchten (1980) models in rela-
tion to the analytical results obtained for the Cavalcante and
Zornberg (2017) model. Fig. 7(b) illustrates that the hydraulic con-
ductivity in an unsaturated soil is lower when far from the upper
boundary condition, as expected, because the soil has a higher suc-
tion much deeper.

Conclusions

The objective of this paper was to develop an efficient numerical
approach to solving Richard’s equation by combining two numeri-
cal techniques: the FDM and the CIP method. This numerical effort
capitalizes on the availability of analytical solutions of Richard’s
equations for unsaturated flow under transient conditions, which are
presented in a companion paper (Cavalcante and Zornberg 2017).
The numerical solution allowed validation of the proposed numeri-
cal schemes not only for the case of hydraulic models (i.e., SWRCs,
k-functions) for which analytical solutions had been developed, but
also for conventional hydraulic models. The following specific con-
clusions can be drawn based on the numerical developments, evalu-
ations, and validations conducted as part of this study:
* The use of a form of Richard’s equation that allows identifi-
cation of diffusive and advective flow components was

© ASCE 04017014-10

found to be particularly appropriate for implementation of
the CIP method to solve the advective flow component.

The FDM was found to be adequate for solving the diffusion com-
ponent of Richard’s equation, which could be controlled by adopt-
ing time steps corresponding to Neumann’s number below 0.5.
The CIP method was found to be suitable for facilitating con-
vergence and eliminate the presence of spurious results (e.g.,
numerical dissipation trends in the predictions) when
Courant’s number is less than 1.0.

Use of a new hybrid (FDM/CIP) algorithm was found to be
particularly accurate and stable for solving Richard’s equation,
particularly when compared to the more traditional use of
FDM techniques.

The good comparison between numerical predictions and analyti-
cal solutions for flow problems conducted using boundary condi-
tions and hydraulic functions, for which transient analytical
solutions are available (Cavalcante and Zornberg 2017), allowed
validation of the numerical scheme proposed in this paper.

The new numerical approach could be extended to solve unsat-
urated flow problems involving comparatively complex soil
hydraulic functions as well as different boundary conditions.
Specifically, the diffusivity and advective seepage terms
needed for numerical implementation were developed for the
Gardner (1958), Brooks and Corey (1964), and van Genuchten
(1980) models.

Int. J. Geomech.



* Evaluations were conducted to compare numerical predictions
using hydraulic functions for which no analytical solutions are
available. Comparisons of numerical predictions using hydrau-
lic functions that fit well those for which analytical solutions
are available confirmed the accuracy of the proposed numeri-
cal scheme for commonly used hydraulic models.

Overall, the newly developed algorithm was found to be particu-
larly accurate and stable for solving Richard’s equation, being
clearly superior to the use of the traditional FDM.

Appendix I. Function ag(0)

Eqgs. (72)—(75) present a summary of the various functions of
ay(#). These functions were obtained using Eq. (5) for the various
k-function models proposed by Gardner (1958), Brooks and Corey
(1964), van Genuchten (1980), and Cavalcante and Zornberg
(2017), respectively

a, () = — (75)

Appendix Il. Function D,(0)

Egs. (76)—(79) provide a summary of the various functions of
D_(0). These functions were obtained using Eq. (3) for the various
combinations of soil water retention model presented by Gardner
(1958) and k-function models proposed by Gardner (1958),
Brooks and Corey (1964), van Genuchten (1980), and Cavalcante
and Zornberg (2017), respectively
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Eqgs. (84)—(87) present a summary of the various functions of
D.(0). These functions were obtained using Eq. (3) for the various
combinations of soil water retention model presented by van

D.(0) = = (83) .
rez(0 — 6,)p,g Genuchten (1980) and k-function models proposed by Gardner
(1958), Brooks and Corey (1964), van Genuchten (1980), and
Cavalcante and Zornberg (2017), respectively
]
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Finally, Eqgs. (88)—(91) also present a summary of the various
functions of D_(8). These functions were obtained using Eq. (3) for
the various combinations of soil water retention model presented by
Cavalcante and Zornberg (2017) and k-function models proposed
by Gardner (1958), Brooks and Corey (1964), van Genuchten
(1980), and Cavalcante and Zornberg (2017), respectively
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